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Résumé – Pour l’analyse métrologique des images hyperspectrales, nous proposons un attribut texture associant spectre moyen et différences
spectrales, appelé Relocated Spectral Difference Occurrence matrix (rSDOM). Cet attribut extrait les différences entre pixels voisins pour pro-
duire un attribut dense et générique quel que soient les plages et résolution spectrales. Le rSDOM est validé dans un schéma de classification
utilisant la base HyTexiLa et obtient une précision comparable à celle de l’état de l’art pour une taille d’attribut extrêmement réduite.

Abstract – In the metrological framework of hyperspectral image processing, we propose a texture feature named Relocated Spectral Difference
Occurrence matrix (rSDOM). It processes the spectral differences between neighbouring pixels to produce a dense and generic feature indepen-
dent from the spectral range and resolutions. It has been validated in a classification scheme using HyTexiLa dataset, producing comparable
accuracy to Opponent Band Local Binary Pattern (OBLBP) but with an extremely small feature size.

1 Introduction

Texture or non-uniformity assessment has become one of
the main disciplines in image processing since the introduc-
tion of co-occurrence matrix by Haralick in 1973 [1]. Since
then, there has been countless work in the gray-scale domain
[2, 3, 4]. The extension to color or spectral domains, however,
is not so straightforward as the color or spectral channels are
often correlated, prohibiting marginal processing. Besides, hy-
perspectral image processing often suffers from the curse of
dimensionality. The numerous number of channels, sometimes
up to hundreds contain redundant information and make com-
putation extremely complex. To solve this issue, the common
strategy is to perform band selection [5] or dimensionality re-
duction [6] using principal component analysis (PCA), non-
negative matrix factorization (NMF), and others.

However, the metrological aspect of such approach is rarely
studied. Following the sampling operation, an acquired spec-
trum using a hyperspectral sensor is represented as a discrete
sequence of measurements S = [s(λ1), s(λ2), ..., s(λL)] for L
spectral bands. Due to its discrete representation, an acquired
spectrum is often considered as a set of independent measures
and hence associated with L2-norm for spectral difference as-
sessment. Such definition neglects the importance of order in
the acquired spectra values and its limits has been elaborated
in the work of [7]. Consequently, Kullback-Leibler pseudo-
divergence (KLPD) is proposed [8] to assess spectral difference
in accordance to the metrological constraints, of which the fea-
ture described in this work is based on.

According to the first Julesz conjecture, preattentive discri-
mination of textures is possible only for textures that differ on
second-order statistics [9]. Following this definition, we take
inspiration from the pioneering work of Haralick [1] and Ojala
[4], namaly the co-occurrence matrix and Local Binary Pattern
(LBP). The texture description using co-occurrence matrix is
complete, but its reduction into moments for similarity mea-
sure causes information losses. For LBP, the binarization pro-
vides a weak characterization of texture, but its similarity mea-
sure is extremely efficient. Following the work of [10] which
relates co-occurrence matrix and histogram of differences, we
combine the strength of both approaches and adapt it in the do-
main of hyperspectral image processing while respecting the
metrological constraints. For enhanced efficiency, we decide to
incorporate average spectrum in the texture feature, thus indu-
cing a joint average-spectrum-texture formulation.

The rest of the article is organized in the following man-
ner. Section 2 describes the mathematical formulation of the
feature. Next, Section 3 presents the evaluation of the feature.
Finally, Section 4 lists the concluding remarks for this work.

2 Joint average spectrum-texture feature
We begin by first recalling the formulation of spectral dif-

ference based on KLPD [8]. Next, we propose a texture fea-
ture and proceed to model it for compact representation. Then,
we develop the similarity measure and finally present the final
form of the joint average spectrum-texture feature.



2.1 Assessing spectral difference
The formulation of KLPD [8] is inspired from Kullback-

Leibler (KL) divergence between two normalized spectra (eq.
5). Designed to be symmetrical, the spectral difference between
two spectra S1 and S2 is expressed as :

dKLPD(S1, S2) = ∆G(S1, S2) + ∆W (S1, S2) (1)

which consists of spectral shape difference ∆G, given by :

∆G(S1, S2) = k1 ·KL(S̄1‖S̄2) + k2 ·KL(S̄2‖S̄1) (2)

and spectral intensity difference ∆W , given by :

∆W (S1, S2) = (k1 − k2) log

(
k1
k2

)
(3)

where :

KL(S̄1‖S̄2) =

∫ λmax

λmin

S̄1(λ) · log
S̄1(λ)

S̄2(λ)
dλ (4)

S̄j =

{
s̄j(λ) =

sj(λ)

kj
, ∀λ ∈ [λmin, λmax]

}
, j ∈ {1, 2}

and kj =

∫ λmax

λmin

sj(λ) dλ, j ∈ {1, 2} (5)

2.2 Spectral Difference Occurrence matrix
For a hyperspectral image H ∈ RN×L with N pixels and

L spectral bands, the Spectral Difference Occurrence matrix
(SDOM) M is a probability density function given by :

M (d,θ)(∆G,∆W ) = Prob

(
dKLPD(Si, Sj) = (∆G,∆W )

)
,

∀i, j ∈ H, ‖−→ij ‖ = l,∠
−→
ij = θ

(6)

where Si and Sj are the ith and jth pixels separated by distance
l in the direction θ, while ∆G and ∆W are spectral shape and
intensity differences as defined in eq. 2 and eq. 3 respectively.

For representation in compact form, we proceed to apply sta-
tistical modelling on SDOM. For textured images, there are
four possible pixel pairs : (a) (background, background), (b)
(texton, texton), (c) (background, texton) and (d) (texton, back-
ground). Their spectral differences is thus multimodal, with
one group (of smaller values) belonging to (a) and (b), and the
other (of larger values) belonging to (c) and (d). Due to noise
and sensor resolution limits, one can expect the spectral diffe-
rences to be approximately normally distributed. This necessi-
tates the use of Gaussian mixture model (GMM), which models
SDOM using a mixture of K Gaussian distributions N :

M =

K∑
i=1

φiN (µi,Σi) (7)

where φ is the mixture weight. Thus using GMM, SDOM can
be modelled using just K× (1 +D+D2) scalar values, where
D is the number of dimension (for SDOM, D = 2). In this
work, we choose+ to select K = 3 though in future, a set of
protocols for selecting the optimum K is to be developed.

2.3 Similarity measure using Kullback-Leibler
divergence

To discriminate between texture, a similarity measure bet-
ween SDOM is to be developed. As SDOM is a probability
density function, KL divergence [11] has been identified as
the most efficient similarity measure [12]. For two multivariate
Gaussian distributions f ∼ N (µ1,Σ1) and g ∼ N (µ2,Σ2),
the KL divergence from f to g has a closed form solution [13] :

KL(f‖g) =
1

2

[
log
|Σ2|
|Σ1|

+ tr(Σ−12 Σ1)−D

+ (µ2 − µ1)TΣ−12 (µ2 − µ1)

] (8)

where D is the dimension of the data. However, there exists no
closed form solution for KL divergence between two GMMs.
By variational approximation [14], the KL divergence of two
SDOM from M to M ′ is approximated as :

KL(M‖M ′)
var
≈
∑
i

φi log

∑
i′ φi′e

−KL(Mi‖Mi′ )∑
j φ
′
je
−KL(Mi‖M ′

j)
(9)

as M =
∑
i φiMi and M ′ =

∑
j φ
′
jM
′
j . As KL divergence

is not symmetric, that is, KL(M‖M ′) 6= KL(M ′‖M), the
similarity measure is given by :

dKL(M,M ′) = KL(M‖M ′) +KL(M ′‖M) (10)

2.4 Joint average spectrum-texture feature
SDOM assesses only the local spatial variation and by construc-

tion, is invariant to spectral information of the image. To in-
crease texture discrimination, we modify SDOM into Reloca-
ted Spectral Difference Occurrence Matrix (rSDOM), M̂ :

M̂ = {Savg,M} (11)

where Savg is the average spectrum defined marginally as :

Savg =

savg(λ) =
1

N

N∑
i=1

s(λ),∀λ ∈ [λmin, λmax]

 (12)

where N is the number of pixels in the hyperspectral image.
The similarity measure of rSDOM is given by :

dKL(M̂, M̂ ′) = dKL(M + ∆S ,M
′) (13)

where ∆S is the spectral difference between the two average
spectra using KLPD. Note that rSDOM has a feature size of
K × (1 +D +D2) + L, where L is the spectral count.



3 Experiment and discussion
We introduce the hyperspectral dataset and describe the pro-

tocols of evaluation. Then, we analyze the result and discuss
the performance of rSDOM. Finally, we list the limitations of
rSDOM and propose some future work.

3.1 Classification using nearest neighbor
To assess the efficiency of rSDOM, we apply a classification

scheme on HyTexiLa [15]. The dataset consists of 112 hyper-
spectral images with N = 1024× 1024 and L = 186, catego-
rized into Food (10 images), Stone (4), Textile (65), Wood (18)
and Vegetation (15). The spectral range is from 405 nm to 995
nm, thus spanning the visible and near infrared region.

For classification, each image is divided into 25 patches with
N = 204×204, among which 12 is randomly selected for trai-
ning and 13 for testing. For simplicity, we perform the classi-
fication using 1-nearest neighbor approach. We perform both
inter-categorical classification (denoted as All in Table 1) and
intra-categorical classification. To demonstrate the superiority
of joint average spectrum-texture representation by rSDOM,
we present three classification results based on average spec-
trum (avg. spe.), SDOM and rSDOM. We repeat each classifi-
cation 10 times and present the average classification accuracy
with standard error. In this work, we choose l = 3 and θ = 0.

3.2 Result and analysis
Figure 1 illustrates SDOM for “coffee” and “milkcoffee”

(rendered in sRGB) from HyTexiLa. In terms of spectral shape
difference, both SDOM are about the same because both are of
the same substance albeit at different processing level. In terms
of spectral intensity difference, the SDOM of “coffee” is more
varied than “milkcoffee” due to the difference in granular size
and hence the light interaction. This shows that SDOM (and rS-
DOM) is able to discriminate texture in a clear representation.

From Table 1, the performance of rSDOM is excellent with
an accuracy of 95.9 % and precision / recall of 96.2 % / 95.9 %
(in inter-categorical classification). We also note that the clas-
sification using rSDOM (85.0 % - 100.0 %) outperforms both
average spectrum (78.2 % - 98.6 %) and SDOM (63.0 % - 91.2
%). This demonstrates the added advantage of incorporating
average spectrum in hyperspectral texture recognition.

To explain the misclassification, we first note our choice of
l = 3 limits us from assessing texture with large texton size.
This explains our better classification for Food, Stone and Tex-
tile images which consist of mainly fine textons, but lower score
for Wood and Vegetation images with larger texton size. Moreo-
ver, our unitary choice of θ allows us to only evaluate texture
in one direction. In fact, for θ = 0 we are only able to assess
texture varying in vertical direction but not in other directions.
This is acceptable for isotropic texture, but not adapted for ani-
sotropic one such as those found in Vegetation and Wood.

In comparison to [15] which reports an maximum accuracy

(a) coffee (b) milkcoffee

FIGURE 1 – SDOM of “coffee” and “milkcoffee”.

of 98.76 % using Opponent Band Local Binary Pattern (OBLBP)
with 18 equally spaced spectral bands, our performance is lo-
wer (95.9 %) although in the same efficiency range. The diffe-
rence in performance can be attributed to the fact that OBLBP
assesses texture in eight directions while rSDOM evaluates just
one. However, it is worthwhile to mention that the feature size
of rSDOM is extremely small. For 18 spectral bands and tex-
ture assessment in 8 directions, OBLBP consists of 82944 sca-
lar values. By contrast, the size of rSDOM is only K × (1 +
D + D2) + L = 21 + 186 = 207 scalar values or 0.25 %
of OBLBP’s. This presents rSDOM as an extremely compact
texture descriptor for rapid processing and storage.

3.3 Limitations and future work

The choice of l = 3 remain questionable, as it is possibly
susceptible to image noise and it is expected that a larger l va-
lue could present better result. In fact, as texture varies in scale
and direction, rSDOM could benefit from a multi-scale and
multi-direction implementation. On the other hand, the choice
of using variational approximation in this work to evaluate di-
vergence between two rSDOM which are GMMs remains to be
justified. Other methods ought to be studied in order to deter-

TABLE 1 – Classification accuracy on HyTexiLa database.

Category Avg. spe. (%) SDOM (%) rSDOM (%)
All 91.9 ± 0.2 72.2 ± 0.3 95.9 ± 0.2

Food 95.1 ± 0.3 91.2 ± 0.6 97.3 ± 0.3
Stone 84.6 ± 1.5 88.5 ± 0.9 100.0 ± 0.0

Vegetation 82.9 ± 0.9 63.0 ± 0.7 89.4 ± 0.7
Wood 78.2 ± 0.9 63.5 ± 1.0 85.0 ± 0.8
Textile 98.6 ± 0.1 78.4 ± 0.4 98.9 ± 0.1



mine the best distance measure. Besides, it has to be clarified
that the choice of K = 3 or using three GMMs to model rS-
DOM in this work is arbitrary. The optimum K value remains
to be identified or perhaps,K could be designed to vary depen-
ding on the texture.

4 Conclusion
We have proposed a joint average spectrum-texture feature,

rSDOM for hyperspectral images which is compact and com-
putationally simple. It describes the local spectral differences
and takes into account the average spectrum of the image. The
proposed feature is in full accordance with the psychophysi-
cal experiments on texture while respecting the metrological
constraints. It is generic and is adapted for any number of spec-
tral band and range. Its performance has been evaluated via
classification on HyTexiLa with excellent results, considering
the fact that the feature is only evaluated on single scale (l = 3)
and direction (θ = 0). The classification accuracy is compa-
rable to Opponent Band Local Binary Pattern (OBLBP), but at
a much smaller feature size (0.25 % of OBLBP). This proves
interesting for applications such as remote sensing whereby
feature size is essential for transmission purposes.
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