Tensor-based image fusion accounting for inter-image variability: 
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Abstract – In this paper we propose a hyperspectral and multispectral image fusion framework accounting for inter-image variability. The images are represented as three dimensional tensors, and both the high-resolution image and inter-image variations are assumed to admit a Tucker decomposition. Two algorithms are proposed, one purely algebraic and computationally fast and another based on an optimization procedure. Exact recovery conditions are provided. Experimental results illustrate the performance of the proposed methods.

1 Introduction

Combining hyperspectral images (HIs) and multispectral images (MIs) of the same scene to generate high-resolution images (HRIs) has become a popular approach to overcome physical limitations of the image acquisition process [1]. Many different approaches have been proposed to address this problem, including multiresolution analysis, which attempts to fuse high-frequency of the MI with the HI [1], and different subspace-based formulations, which consider the HRI pixels to be a linear combination of a small set of basis vectors [2, 3].

Recently, various works proposed image fusion methods that leverage the representation of the HI, MI and HRI as 3-dimensional tensors [4, 5]. This led to algorithms that allied good experimental performance with strong theoretical guarantees for the recovery of the HRI. Following this framework, several works have formulated image fusion as a coupled tensor approximation problem. In [4], a low-rank canonical polyadic decomposition was assumed for the HRI, which was recovered using an alternating optimization strategy. The algorithm was shown to recover the correct HRI when the MSI was identifiable. This was extended to consider a block-term decomposition (BTD) in order to improve the interpretability of the results in [6]. The Tucker decomposition was considered in [5], leading to low-cost closed-form algorithms based on the SVD. Exact recovery results were also obtained.

Most existing methods assume that the HI and MI are subject to the same acquisition conditions. Thus, their performance can degrade considerably when fusing images acquired by different sensors or at distinct time instants since the HI and MI may differ due to variations in, e.g., illumination and seasonal conditions [7]. This problem was recently addressed in a subspace-based formulation in [8], where the spectral basis vectors corresponding to the HI and to the MI were allowed to vary according to smooth elementwise multiplicative scalings [9]. However, the computational cost of the algorithm was high, and no theoretical guarantees were provided. Both of these issues were later addressed in [10], which used an LL1 BTD to jointly perform image fusion and unmixing of the HRI under inter-image variability. Theoretical recovery guarantees and two efficient algorithms were presented. However, these works did not consider spatially localized inter-image changes.

We propose two image fusion algorithms accounting for spatially and spectrally localized inter-image variability. Both the HRI and the inter-image variations are represented using a Tucker decomposition. Two algorithms are derived, one algebraic and another based on an optimization procedure. Experimental results illustrate the performance of the proposed methods.

Recoverability and algorithms

Notation: We denote scalars by (x) or (X), vectors by (x), matrices by (X) and tensors by (X) or (Î). Operator × denotes the mode-k product between a tensor and a matrix, [A · B1, B2, B3] = A ×1 B1 ×2 B2 ×3 B3 the full multilinear product, and X (i) the mode-i matricization of tensor X.
2 Tensor-based imaging model

We denote an HI and an MI by $\gamma_h \in \mathbb{R}^{N_1 \times N_2 \times L_h}$ and $\gamma_m \in \mathbb{R}^{M_1 \times M_2 \times L_m}$, respectively, where $M_1 > N_1$ and $M_2 > N_2$ are the number of pixels in the vertical and horizontal dimensions, and $L_m < L_h$ is the number of bands. The HI and MI are considered to be spatially and spectrally degraded versions of two HRIs $Z_h, Z_m \in \mathbb{R}^{M_1 \times M_2 \times L_h}$, and are modeled as [4, 5]:

\[
\gamma_h = Z_h \times_1 P_1 \times_2 P_2 + \varepsilon_h ,
\]
\[
\gamma_m = Z_m \times_1 P_3 + \varepsilon_m ,
\]

where $\varepsilon_m$ and $\varepsilon_h$ denote additive noise. Matrices $P_1 \in \mathbb{R}^{N_1 \times M_1}$ and $P_2 \in \mathbb{R}^{N_2 \times M_2}$ model blurring and downsampling during the HI acquisition (assumed to be separable), while $P_3 \in \mathbb{R}^{L_m \times L_h}$ model the spectral response of the multispectral instrument [4, 5].

While most methods assume that $Z_h = Z_m$, HRIs and MIs are often acquired by instruments on-board of different satellites, or at different dates. This introduces inter-image variability between the HI $\gamma_h$ and the MI $\gamma_m$ originating from, e.g., atmospheric or illumination variations, or scene changes [7]. Spatially uniform inter-image variations have been recently considered in [8]. However, more flexible models must be introduced to account for more complex types of changes. We propose to model the inter-image variability as follows:

\[
Z_m = Z_h + \Psi,
\]

where the variability tensor $\Psi \in \mathbb{R}^{M_1 \times M_2 \times L_h}$ represents changes occurring between the HRIs $Z_h$ and $Z_m$ (and thus between the HI and MI). This allows the acquisition process to be represented as:

\[
\gamma_h = Z_h \times_1 P_1 \times_2 P_2 + \varepsilon_h ,
\]
\[
\gamma_m = (Z_h + \Psi) \times_1 P_3 + \varepsilon_m .
\]

We are interested in recovering the HRI $Z_h$ and variability tensor $\Psi$ from the HI and MI:

\[
\text{find } Z_h \in \Omega_Z, \Psi \in \Omega_{\Psi} \text{ that satisfy (4)-(5).}
\]

in which sets $\Omega_Z \subset \mathbb{R}^{M_1 \times M_2 \times L_h}$ and $\Omega_{\Psi} \subset \mathbb{R}^{M_1 \times M_2 \times L_h}$ encode prior knowledge about $Z_h$ and $\Psi$, which is very important due to the ill-posedness of the problem. In this paper, we consider a low-rank Tucker tensor model to constrain both $Z_h$ and $\Psi$ [5]:

\[
Z_h = [G_Z; B_{Z,1}, B_{Z,2}, B_{Z,3}] ,
\]
\[
\Psi = [G_{\Psi}; B_{\Psi,1}, B_{\Psi,2}, B_{\Psi,3}] ,
\]

in which $B_{Z,i} \in \mathbb{R}^{M_1 \times K_{Z,i}}, i \in \{1, 2, 3\}$, $B_{\Psi,i} \in \mathbb{R}^{L_h \times K_{\Psi,i}}$ and $G_Z \in \mathbb{R}^{K_{Z,1} \times K_{Z,2} \times K_{Z,3}}$ are factor matrices and the core tensors of the model, for $\sigma \in \{Z, \Psi\}$. This reduces the amount of variables to estimate and allows recovery guarantees to be derived.

Ignoring the additive noise, combining (7)–(8) and (4)–(5) and using the properties of the mode-$k$ product leads to [5]:

\[
\gamma_h = [G_Z; P_1 B_{Z,1}, P_2 B_{Z,2}, B_{Z,3}] ,
\]
\[
\gamma_m = \sum_{\pi \in \{Z, \Psi\}} [G_{\pi}; B_{\pi,1}, B_{\pi,2}, P_3 B_{Z,3}] 
\]
\[
= [C_m; C_{m,1}, C_{m,2}, P_3 C_{m,3}] ,
\]

where $C_{m,i} = [B_{Z,i} B_{\Psi,i}], i \in \{1, 2, 3\}$, and $C_m$ is a block-diagonal tensor with diagonal blocks $G_Z$ and $G_{\Psi}$. Note that although the MI admits a standard Tucker model, the block diagonal structure of its core tensor $C_m$ plays an important role in obtaining recoverability results of the second algorithm.

3 Proposed algorithm

3.1 Algebraic solution

Since the variability tensor is only present in the MSI in (5), only a low spectral resolution $\Psi \times_3 P_3$ can be recovered. Thus, it suffices to consider the recovery of the HRI $Z_h$ from $\gamma_h$ and $\gamma_m$. Under model (9) and (11), for sufficiently low tensor ranks this consists in solving the following system of equations:

\[
\begin{align*}
\gamma_h &= [G_Z; C_{h,1}, C_{h,2}, B_{Z,3}]  \\
\gamma_m &= [C_m; C_{m,1}, C_{m,2}, P_3 C_{m,3}] ,
\end{align*}
\]

in which $C_{h,i}, i \in \{1, 2\}$ are the mode-1 and mode-2 factor matrices of $\gamma_h$. The solution $\hat{Z}_h$ is then computed using (7). An important aspect of (12) is that the block diagonal structure $C_m$ is not considered. This simplifies the problem but introduces the need for more stringent assumptions to obtain a solution.

If $K_{Z,i} + K_{\Psi,i} \leq N_i$, $i \in \{1, 2\}$, (12) can be solved algebraically using Alg. 1, named CT-STAR. It consists in estimating the HRI factor matrices using the relationship between mode-1 and mode-2 matricizations of $\gamma_h$ and $\gamma_m$, and recovering the core tensor separately. Theorem 1 provides exact recovery conditions for CT-STAR.

Theorem 1. Suppose that $Z_h$ and $\Psi$ have multilinear ranks $(K_{Z,1}, K_{Z,2}, K_{Z,3})$ and $(K_{\Psi,1}, K_{\Psi,2}, K_{\Psi,3})$, respectively, that $\gamma_h$ and $\gamma_m$ admit Tucker decompositions as in (12), that the observation noise is zero (i.e., $\varepsilon_h = 0, \varepsilon_m = 0$), and that

\[
\begin{align*}
\text{rank}(P_1 B_{Z,1}) &= K_{Z,1} ,  \\
\text{rank}(P_1 B_{\Psi,1}) &\leq K_{\Psi,1} ,  \\
\text{rank}(Y_{h,(i)}) &= K_{Z,i} ,  \\
\text{rank}(Y_{m,(i)}) &= K_{Z,i} + K_{\Psi,i} \leq N_i ,
\end{align*}
\]

Then, if all columns in $P_1 B_{Z,1}$ are linearly independent from those in $P_1 B_{\Psi,1}$, for $i \in \{1, 2\}$, CT-STAR exactly recovers $Z_h$.

Since CT-STAR only requires simple algebraic operations, it is computationally very efficient. However, requiring $K_{Z,i} + K_{\Psi,i} \leq N_i$ limits the capability of the method to represent spatially complex HRIs, which require larger rank values. One important element which is not exploited by CT-STAR is the block-diagonal structure of the core tensor $C_m$ conferred by the model (10).
3.2 Optimization-based solution

Model (10) shows that when $\mathcal{E}_m = 0$ the MI admits a BTD [12]. This can be explored to provide recovery guarantees for the HRI under less restrictive conditions (see [11, Theorem 3] for the complete result). To this end, we formulate image fusion as the solution to the following problem:

$$\begin{align*}
\min_{\Theta} J(\Theta) & = \left\| \mathcal{Y}_h - \left[ \mathcal{G}_Z; P_1 B_{1}, P_2 B_{2}, B_{3} \right] \right\|_F^2 \\
+ \left\| \mathcal{Y}_m - \sum_{\pi \in \{Z, \Psi \}} \left[ \mathcal{G}_{\pi}; B_{\pi,1}, B_{\pi,2}, P_3 B_{\pi,3} \right] \right\|_F^2,
\end{align*}$$

(17)

in which $\Theta = \{ \mathcal{G}_{\pi}; B_{\pi,i} : \pi \in \{Z, \Psi\}, i \in \{1, 2, 3\} \}$. We solve (17) by block coordinate descent (BCD), in which $J$ is successively minimized w.r.t. $\mathcal{G}_Z$ and $B_{Z,i}, i \in \{1, 2, 3\}$, and w.r.t. $B_{\Psi,i}, i \in \{1, 2, 3\}$, while keeping the remaining variables fixed during each iteration. We describe this procedure in the following, and call the algorithm CB-STAR.

The optimization of $J$ w.r.t. $\mathcal{G}_Z$ can be written as:

$$\begin{align*}
\min_{\mathcal{G}_Z, B_{Z,i}} \left\| \mathcal{Y}_h - \left[ \mathcal{G}_Z; P_1 B_{1}, P_2 B_{2}, B_{3} \right] \right\|_F^2 \\
+ \left\| \mathcal{Y}_m - \sum_{\pi \in \{Z, \Psi \}} \left[ \mathcal{G}_{\pi}; B_{\pi,1}, B_{\pi,2}, P_3 B_{\pi,3} \right] \right\|_F^2,
\end{align*}$$

(18)

where $\mathcal{Y}_0 = \mathcal{Y}_m - \sum_{\pi \in \{Z, \Psi \}} \left[ \mathcal{G}_{\pi}; B_{\pi,1}, B_{\pi,2}, P_3 B_{\pi,3} \right]$. This is a Tucker-based image fusion problem without inter-image variability, which we solve using BCD w.r.t. $\mathcal{G}_Z$ and $B_{Z,i}$.

The optimization of $J$ w.r.t. $\Psi$ can be written as:

$$\begin{align*}
\min_{\mathcal{G}_\Psi, B_{\Psi,i}, X_2} \left\| \mathcal{Y}_1 - \left[ \mathcal{G}_{\Psi}; B_{\Psi,1}, B_{\Psi,2}, X_2 \right] \right\|_F^2,
\end{align*}$$

(19)

where $\mathcal{Y}_1 = \mathcal{Y}_m - \sum_{\pi \in \{Z, \Psi \}} \left[ \mathcal{G}_{\pi}; B_{\pi,1}, B_{\pi,2}, P_3 B_{\pi,3} \right]$ and $X_2 = P_3 B_{\Psi,3}$. This problem is solved by computing the high-order SVD of $\mathcal{Y}_1$ [13], with rank $(K_{\Psi,1}, K_{\Psi,2}, K_{\Psi,3})$.

4 Experimental results

The proposed methods are compared to HySure [3], CNMF [2], GLPHS [14], LTMR [15], STEREO [4], SCOTT [5] and FuVar [8] using two pairs of Mis $\mathcal{Y}_m$ and HRIs $\mathcal{Z}_h$ with real inter-image variability, denominated Lake Tahoe and Lockwood (de-

![Figure 1: Visible (top) and infrared (bottom) representation of the true Lockwood HRI and its reconstructed version.](https://github.com/ricardoborsoi/CB_STAR_release)

![Figure 2: Visible (top) and infrared (bottom) representation of the true Lake Tahoe HRI and its reconstructed version.](https://github.com/ricardoborsoi/CB_STAR_release)

Table 1: Quantitative results for the Lockwood image

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SAM</th>
<th>ERGAS</th>
<th>PSNR</th>
<th>UIQI</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>HySure</td>
<td>3.38</td>
<td>7.79</td>
<td>23.65</td>
<td>0.88</td>
<td>4.63</td>
</tr>
<tr>
<td>CNMF</td>
<td>2.57</td>
<td>5.64</td>
<td>27.6</td>
<td>0.89</td>
<td>8.83</td>
</tr>
<tr>
<td>GLPHS</td>
<td>2.57</td>
<td>5.32</td>
<td>28.39</td>
<td>0.91</td>
<td>4.74</td>
</tr>
<tr>
<td>FuVar</td>
<td>2.37</td>
<td>4.29</td>
<td>30.59</td>
<td>0.95</td>
<td>218</td>
</tr>
<tr>
<td>LTMR</td>
<td>3.47</td>
<td>5.01</td>
<td>29.16</td>
<td>0.94</td>
<td>26.22</td>
</tr>
<tr>
<td>STEREO</td>
<td>3.49</td>
<td>5.51</td>
<td>28.72</td>
<td>0.93</td>
<td>1.14</td>
</tr>
<tr>
<td>SCOTT</td>
<td>2.52</td>
<td>4.91</td>
<td>29.93</td>
<td>0.95</td>
<td>0.18</td>
</tr>
<tr>
<td>CT-STAR</td>
<td>2.96</td>
<td>5.25</td>
<td>28.36</td>
<td>0.92</td>
<td>1.82</td>
</tr>
<tr>
<td>CB-STAR</td>
<td><strong>2.19</strong></td>
<td><strong>4.35</strong></td>
<td><strong>31.47</strong></td>
<td><strong>0.96</strong></td>
<td><strong>18.8</strong></td>
</tr>
</tbody>
</table>

Table 2: Quantitative results for the Lake Tahoe image

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SAM</th>
<th>ERGAS</th>
<th>PSNR</th>
<th>UIQI</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>HySure</td>
<td>11.3</td>
<td>13.99</td>
<td>17.37</td>
<td>0.71</td>
<td>4.5</td>
</tr>
<tr>
<td>CNMF</td>
<td>8.79</td>
<td>14.59</td>
<td>18.37</td>
<td>0.71</td>
<td>12.1</td>
</tr>
<tr>
<td>GLPHS</td>
<td>5.65</td>
<td>7.45</td>
<td>24.08</td>
<td>0.91</td>
<td>4.65</td>
</tr>
<tr>
<td>FuVar</td>
<td><strong>3.91</strong></td>
<td><strong>4.73</strong></td>
<td><strong>27.98</strong></td>
<td><strong>0.97</strong></td>
<td><strong>270.91</strong></td>
</tr>
<tr>
<td>LTMR</td>
<td>34.45</td>
<td>1,357.42</td>
<td>13.8</td>
<td>0.52</td>
<td>24.94</td>
</tr>
<tr>
<td>STEREO</td>
<td>27.07</td>
<td>1,540</td>
<td>20.19</td>
<td>0.68</td>
<td><strong>0.92</strong></td>
</tr>
<tr>
<td>SCOTT</td>
<td>33.17</td>
<td>43,100</td>
<td>11.21</td>
<td>0.39</td>
<td>1.47</td>
</tr>
<tr>
<td>CT-STAR</td>
<td>5.41</td>
<td>5.25</td>
<td>27.25</td>
<td>0.96</td>
<td>2.88</td>
</tr>
<tr>
<td>CB-STAR</td>
<td><strong>4.25</strong></td>
<td><strong>3.78</strong></td>
<td><strong>30.1</strong></td>
<td><strong>0.98</strong></td>
<td><strong>63.71</strong></td>
</tr>
</tbody>
</table>
CB-STAR achieved the best quantitative results in all but two cases (ERGAS in Lockwood and SAM in Lake Tahoe, in which the results were similar to FuVar). Due to the limitation in the selection of rank values, CT-STAR performed slightly worse than FuVar and CB-STAR. The methods that did not consider variability (HySure, CNMF, GLPHS, LTMR, STEREO and SCOTT) performed considerably worse, particularly in the Lake Tahoe dataset, which has a larger inter-image variability. The visual results (only shown for FuVar, LTMR, STEREO, SCOTT, CT-STAR and CB-STAR) indicate that CB-STAR achieved the closest reconstruction of the HRIs, which can be observed in the crop circles in Fig. 2, which are closer to the true HRI compared to those reconstructed by FuVar. Nevertheless, the reconstruction of the Lake Tahoe HRI by CB-STAR is smoother when compared to FuVar’s. This occurs since FuVar constrains both HRIs to have the same spatial distribution of materials (which preserves sharp details from the MI), while CB-STAR allows for arbitrary spatial changes. Thus, in CB-STAR the HRI corresponding to the HI does not incorporate spatial details from the HI as effectively when large inter-image variability between the HRIs is present. CT-STAR showed some artifacts due to the limited spatial rank values, while HRIs reconstructed by the remaining methods contained significant artifacts for the Lake Tahoe dataset. The execution times of the proposed method were larger than those of SCOTT, but significantly smaller than those of FuVar.

5 Conclusions
This paper proposed a tensor-based image fusion framework accounting for inter-image variability. The HRI and the tensor representing the variability were assumed to admit a Tucker decomposition. Two algorithms were then derived, one algebraic and computationally efficient (CT-STAR) and another more flexible and based on an optimization problem (CB-STAR). Under suitable conditions, both algorithms exactly recover the HRI. Experimental results indicate that CB-STAR achieves state of the art performance in the presence of inter-image variability with lower computation times.
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