Joint rank and factor estimation for canonical polyadic decomposition using group sparsity: Application to fluorescence spectroscopy
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Abstract – This study addresses the problem of simultaneously estimating the Canonical Polyadic (CP) rank and factors of noisy third order tensors. The presented algorithm, namely Alternating Group Sparse CP Decomposition (AGS-CPD), promotes group sparsity of the row-wise concatenated loading matrices under the low-rank CP model, without any knowledge of the true rank. The good performance of this approach is assessed on both simulated data and real fluorescence spectroscopy data which are non-negative. The simulated and real experiments show the advantage of AGS-CPD both in rank and factor estimation without considering any non-negativity constraint.

1 Introduction

During the last decades, Canonical Polyadic Decomposition (CPD) has been widely used in many applications such as chemometrics [1], neural imaging [2] and brain source imaging [3, 4]. Among classical approaches [1, 5], even if some of them are more robust to the overfactoring problem such as the semi-algebraic DIAG technique [6], knowing the true rank of a tensor is essential to decompose it efficiently. Therefore, these algorithms require a preprocessing step in order to estimate the rank. In practice, the considered tensor is noisy. In order to address this challenging issue, several approaches have been presented in literature. For instance, in the n-mode Minimum Description Length approach (ND-MDL) [7], MDL [8] is applied to the n-mode unfolding matrices. In the Generalized ND-MDL (GND-MDL) method [9], different sets of eigenvalues are calculated and combined to estimate the rank accurately. Even if the results of the aforementioned methods are promising, finding methods robust with respect to low Signal-to-Noise Ratio (SNR) values, which estimates jointly the rank and the factors, is still needed. To tackle this problem, our previous work [10] considered the low-rank assumption by promoting the group sparsity of each over-estimated loading matrix. The resulting methods, namely R-CPD1 and R-CPD2, allow us to solve the low-rank CPD problem without any knowledge of the true rank.

In chemometrics applications, the interest of CP decomposition coupled with 3D fluorescence spectroscopy to identify and track chemical components has been well established. A common issue in fluorescence spectroscopy is the number of fluorophores (i.e. the rank), which is usually unknown and must be estimated correctly in order to obtain a good estimation of the non-negative loading matrices. In BC-VMFB [11], authors successfully combined sparsity and non-negativity constraints upon the factors in order to deal with the problem of non-negative CPD with a low unknown rank. Another constrained CPD approach, namely AO-ADMM [12], accommodates the non-negative constraint on the loading matrices, but it requires to know the true rank. In the case of non-negative data, AO-ADMM can be used as a reference method to assess the performance of other methods.

In this paper, we propose the Alternating Group Sparse CPD (AGS-CPD), which promotes the group sparsity of the row-wise concatenated loading matrices. It is robust to noise and allows us to estimate simultaneously the rank and the factors efficiently without considering any non-negativity constraint. In order to assess the good performance of AGS-CPD, we simulate two sets of data using the normal and folded normal distribution for different SNR values. Note that the latter distribution generates random non-negative data. Eventually, the proposed algorithm is applied to a set of real non-negative fluorescence data.

2 Methods

2.1 Low rank- \( R \) CPD

The rank- \( R \) CPD of any tensor \( \mathbf{T} \in \mathbb{R}^{I_1 \times I_2 \times I_3} \) is given by:

\[
\mathbf{T} = [\mathbf{A}, \mathbf{B}, \mathbf{C}]_R = \sum_{r=1}^{R} \mathbf{a}_r \circ \mathbf{b}_r \circ \mathbf{c}_r
\] (1)
where \( a_r, b_r \) and \( c_r \) are the \( r \)-th columns of the loading matrices \( A, B \) and \( C \), respectively. In order to estimate the rank, we assume \( R << \min(I_1, I_2, I_3) \). According to [13, Theorem 4.a, p. 123] this assumption not only helps to estimate the rank but also guarantees the generic and determinisitic uniqueness of the rank-R CPD. In practice, the recorded tensor data is corrupted by some noise:

\[
\mathcal{X} = \mathcal{T} + \mathcal{N}
\]

(2)
where \( \mathcal{N} \) is a \((I_1 \times I_2 \times I_3)\) noise tensor.

### 2.2 Existing (group) sparse CPD methods

To deal with different applications, we can impose other constraints to the CPD problem such as non-negativity and low-rank constraints. Thus, equation (2) can be written as:

\[
\min_{A,B,C} \lambda \mathcal{R}(A,B,C) \quad \text{s.t.} \quad \mathcal{X} = [A,B,C]_R
\]

(3)
where \( \mathcal{R} \) is a function of the three loading matrices which accommodates the considered constraints and where \( \lambda \) is a penalty parameter. The R-CPD approach [10], which led to the R-CPD procedure. First, we define the matrix \( X \) (\( I \times J \)), the mixed norms \( \| \cdot \|_{2,1} \) and \( \| \cdot \|_{1,2} \) are computed as the traces, \( \text{Tr}[X^T \Phi X] \) and \( \text{Tr}[XX^T \Psi] \), respectively, where \( \Phi \) and \( \Psi \) are diagonal matrices given by \( \Phi_{ii} = 1/\sqrt{\sum_{j=1}^{I} X_{ij}^2} \) and \( \Psi_{jj} = 1/\sqrt{\sum_{i=1}^{J} X_{ij}^2} \). Problem (3) was solved by R-CPD1 and R-CPD2 using Alternating Direction Method of Multipliers (ADMM) [14]. The Block-coordinate Metric Variable Forward-Backward (BC-VFMB) algorithm [11], a block alternating proximal method which can be seen as a special case of majorize-minimize approaches, was designed to solve the following minimization problem:

\[
\min_{A,B,C} \frac{1}{2} \| \mathcal{X} - [A,B,C]_R \|_F^2 + \mathcal{R}(A,B,C)
\]

(6)
where the penalization term \( \mathcal{R}(A,B,C) \) promotes sparsity and non-negativity constraint of each overestimated loading matrix. For instance, sparsity can be enforced for \( A \) and \( B \) while non-negativity of \( C \) is promoted.

### 2.3 The proposed method: AGS-CPD

In order to estimate the rank and the functions simultaneously, we propose an Alternating Group Sparse CPD (AGS-CPD) procedure. First, we define the matrix \( G \) which is the row-wise concatenation of the three loading matrices. To estimate the rank of a tensor using the loading matrices, we impose the mixed-norm \( \| \cdot \|_{1,2} \) on \( G \). Moreover, we add the CPD constraint to accurately estimate each loading matrix at the same time. Here, the objective function is similar to problem (6), where \( \mathcal{R}(A,B,C) = \lambda \| G \|_{1,2} \) and \( G = [A^T, B^T, C^T] \). The minimization problem can be solved by minimizing the following function:

\[
\mathcal{K}(G) = \lambda \text{Tr}[G \Psi G^T] + \| \mathcal{X} - \mathcal{T} \|_F^2 = \lambda \left\{ \text{Tr}[A \Psi G^T] + \text{Tr}[B \Psi G^T] + \text{Tr}[C \Psi G^T] \right\} + \| \mathcal{X} - \mathcal{T} \|_F^2
\]

(7)
where \( \lambda \) is a penalty parameter that should be tuned. Here, it is noted that the matrix \( \Psi \) is computed using \( G \) and it is common in the traces of equation (7). To compute the update functions of the loading matrices, the derivatives of \( \mathcal{K} \) with respect to each loading matrix are vanished. The loading matrices are then updated as follows:

\[
A = X^{(1)} \{ \lambda \Psi G + (C \odot B)^T(C \odot B) \}^{-1}
\]

(8)
\[
B = X^{(2)} \{ \lambda \Psi G + (C \odot A)^T(C \odot A) \}^{-1}
\]

(9)
\[
C = X^{(3)} \{ \lambda \Psi G + (B \odot A)^T(B \odot A) \}^{-1}
\]

(10)
where \( X^{(i)} \) denotes the \( i \)-th unfolding matrix of the tensor \( \mathcal{X} \).

### 2.4 Rank estimation

In order to estimate the rank of a tensor in R-CPD and AGS-CPD methods, we initialize the loading matrices by an overestimated value using HOSVD [15]. Thus, by applying MDL on \( C \) (\( I_3 \times R \)) in R-CPD1 and on \( G \) (\( I_1 \times I_2 + I_3 \times R \)) in AGS-CPD, the rank of the tensor \( \mathcal{X} \) can be estimated. First, the singular values \( \sigma_i \) of the matrix \( (I \times R) \) are sorted in descending order, i.e \( \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_R \). Then, the \( R_{\text{est}} \) can be calculated as follows:

\[
R_{\text{est}} = \arg \min \frac{1}{2}( \frac{1}{I} \sum_{i=1}^{I} \sigma_i^{1/(1-n)} )^{\frac{n}{I-n}} - R
\]

(11)
where \( \sigma_i \) represents the \( i \)-th highest singular value and \( R \) denotes the over-estimated rank. Using this method, \( R_{\text{est}} \) is computed by finding the breakpoint in the singular value curve.

### 3 Simulations and Results

To evaluate the efficiency of the methods both in rank estimation and decomposition, we consider two scenarios: constructing the tensor using the loading matrices generated randomly by a normal distribution and folded normal ones to have a non-negative tensor and loading matrices. The simulated tensor \( \mathcal{T} \) with rank \( R \) is built from loading matrices of size \((50 \times R)\). Here, the true rank is three. The noise tensor \( \mathcal{N} \) is also sampled from the same distribution. Hence, the noisy tensor \( \mathcal{X} \) is obtained as follows:

\[
\mathcal{X} = \mathcal{T} + \sigma \frac{\| \mathcal{T} \|_F}{\| \mathcal{N} \|_F} \mathcal{N}
\]

(12)
where the parameter \( \sigma \) controls the SNR (Signal to Noise Ratio) value defined by \( \text{SNR} = 20 \log_{10}(\sigma) \). We consider different SNR values (-15 dB to 15 dB with a 5 dB step size) and run 100 independent Monte Carlo (MC) trials for each SNR value.

**Performance criteria** We propose two criteria to evaluate the rank estimation and decomposition results. The first criterion calculates the percentage of good estimation, which is called Accuracy Rate (AR) and defined by : \( \text{AR} = \text{Times of } R = R_{\text{est}} \). The other one is the Relative Factor Error (RFE) which shows the accuracy of each loading matrix estimation. It measures the sum of
AGS-CPD seems to be very efficient (AR about 85 to 15dB the three methods always succeeded in the estimation case are depicted in figure 2. For SNR values ranging from 5dB and 95%

Rank estimation performance For both scenarios the behavior of AGS-CPD method is evaluated and compared to the recent classical methods. In terms of rank estimation, AGS-CPD is compared to RCPD1 and RCPD2. Figure 1 shows the AR criterion on 100 MC runs as a function of SNR in the case of normal distribution. Clearly the performance of the three methods are quasi-equivalent, whatever the SNR level. In addition, the AR results demonstrate that all the methods succeed in the estimation of the rank. Indeed, even for the very bad SNR=-15dB, the AR values are greater than 91%. The AR results of the non-negative case are depicted in figure 2. For SNR values ranging from 5dB to 15dB the three methods always succeeded in the estimation of the rank. In the cases of SNR equal to -5dB and 0dB, AGS-CPD seems to be very efficient (AR about 85% for SNR=5dB and 95% for SNR = 0dB, respectively). For RCPD1 and RCPD2, even if their behavior remain very satisfying (AR about 71% for SNR=-5dB, and 90% and 87% for SNR=0dB), they are less efficient than AGS-CPD. Finally, all methods cannot guarantee a favorable performance when the SNR=-10dB and -15dB.

Decomposition Performance Since the methods DIAG [6] and AO-ADMM are not able to estimate the rank, the true rank is given to them directly. Besides, the original versions of AO-ADMM and BC-VMFB are not used and we modified the initialization part as for AGS-CPD and R-CPD. After these modifications, we discovered a significant improvement in their performances. In this study, RFE is just computed in the cases that the estimated rank equal to three (true rank) is given to the decomposition algorithms. Figure 3 shows the RFE values as a function of SNR in the case of normal distribution. As can be seen, RCPD1 and RCPD2 do not show a stable behavior as a function of SNR. The AGS-CPD and DIAG algorithms provide decreasing performances as SNR increases. Moreover, for SNR values equal and higher than -10 dB, the RFE values are very small, which means that the decomposed factors are really similar to the ground truth. Regarding very low SNR of -15 dB, AGS-CPD approach outperforms DIAG with very well decomposition quality (RFE value is 0.041). Figure 4 depicts the obtained RFE in the case of non-negative data. As for the first scenario, RCPD1 and RCPD2 are not able to estimate the loading matrices efficiently. For SNR values greater than 0 dB, the four other methods, namely AGS-CPD, AO-ADMM, BC-VMFB and DIAG work very well, with RFE values close to zero. Interestingly, AGS-CPD and AO-ADMM algorithms give the best results in comparison to DIAG and BC-VMFB, for low SNR values ranging from -15 to 0 dB, with really reasonable decomposition results.

4 Fluorescence spectroscopy data

CPD is commonly used to decompose sets of 2D discrete fluorescence signals in order to identify and track chemical components [1]. Considering a set of liquid samples, we can measure in laboratory the fluorescence intensity of each sample at several discrete couples of excitation and emission wavelengths. Thus, we are able to build a fluorescence tensor by gathering the measured signals. Each sample can be seen as a mixture of $R$ fluorescing components (fluorophores). Under some assumptions [17], it can be shown that the three estimated loading matrices $A$, $B$ and $C$, of the $R$-rank fluorescence tensor, are related to the emission spectra, the excitation spectra of the $R$ fluorophores present in the sample set, and the concentration profiles of the fluorophores throughout the sample set, respectively. A common issue with this approach is that the number of fluorophores is usually unknown and must be estimated correctly in order to obtain a good estimation of the factors. Moreover, the factors are often correlated in one or several modes and can have very weak contributions, making the decomposition difficult from an algorithmic point of view. Here, all the factors are non-negative. The obtained results using real data show that AGS-CPD achieves the same performances as the non-negative based me-
methods without any non-negativity constraint and without giving the true rank (see table 1 and figure 5). Indeed, we compare the performances of AGS-CPD with those of BC-VMFB and AO-ADMM for the decomposition of a fluorescence tensor obtained from 11 real laboratory mixtures of three fluorophores (tryptophan, quinine sulfate and fluorescein). The tensor size is $(57, 57, 11)$. Note that for AGS-CPD and BC-VMFB, we overestimated the rank by taking $R = 10$. Regarding the AO-ADMM algorithm, we give the true rank $R = 3$. After convergence, the three algorithms AGS-CPD, R-CPD$_1$ and R-CPD$_2$ have successfully estimated the correct rank value (i.e. 3). Regarding the estimation quality of the factors, RFE values of each method and loading matrix are reported in table 1. As can be seen, the RFE values show that AGS-CPD gives quasi-similar results to those of BC-VMFB and AO-ADMM algorithms with non-negativity constraint. These results are confirmed in figure 5, which display the estimated factors compared to those of the ground truth. We can see that all methods clearly identify the excitation and emission spectra. Two concentration profiles out of three are perfectly estimated. The same small error is observed on the last concentration spectra. Two concentration profiles out of three are perfectly estimated. The estimated factors compared to those of the ground truth. We can see that all methods clearly identify the excitation and emission spectra. Two concentration profiles out of three are perfectly estimated. The same small error is observed on the last concentration spectra. Two concentration profiles out of three are perfectly estimated.

![Figure 5](image_url)

**Figure 5** – Illustration of the estimated factors using different methods, in real data, compared to the actual ones.

### 5 Conclusion

In this study, we introduce a novel algorithm called AGS-CPD in order to estimate the rank and decompose the factors in one step. Simulated and real experiments assess the good behavior of the proposed method in comparison with other approaches to overcome the joint problem of rank estimation and tensor factorization even in the case of non-negative data. Moreover, the obtained results show the robustness of the proposed algorithm with respect to the presence of noise for different data distributions, without imposing any non-negative constraint.
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