Multivariate time-scale bootstrap for testing the equality of selfsimilarity parameters
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1 Introduction

Context. In real-world applications, the monitoring of one system by means of a collection of sensors entails counting the number of actually different selfsimilarity parameters that drive the temporal dynamics of the corresponding time series [1] as a proxy for assessing the number of independent components in data. Practically testing the equality amongst pairs of estimated selfsimilarity exponents from a single observation of multivariate data constitutes the crucial issue at the heart of this work. Related works. Selfsimilarity and fractional Brownian motion (fBm) [2–4] have long been used to model scale-free dynamics in numerous and various real world applications, while most recent applications entail analyzing jointly multivariate times series [1]. In the last decade, multivariate selfsimilarity models, such as the operator fractional Brownian motion (ofBm) [5–7], and multivariate wavelet based estimation procedures (cf. [8–10]) were developed, usually yielding vectors of estimated selfsimilarity parameters, with same size as the number of components in data. This leaves unaddressed the estimation of the numbers of actually different such parameters, a crucial issue in many applications, such as the analysis of infraslow brain activity (cf. [11]). In earlier works, wavelet-domain block-bootstrap hypothesis procedures were proposed for testing whether all selfsimilarity exponents are equal [12,13], as first preliminary step, or for performing pairwise equality tests for estimated selfsimilarity parameters [14], yet not satisfactorily reproducing the targeted significance level for situations where some pairs are equal while others are not.

Goals, contributions and outline. This work devises a time-scale block bootstrap procedure for testing pairwise equality in selfsimilarity parameters that can actually be applied to a single and finite-size observation of data. Elaborating on [14], its originality consists in constructing bootstrap test statistics that correctly reproduce the test significance level under all scenarios, i.e., both for a single cluster — all pairs follow the null hypothesis (H₀ : pairwise equality in selfsimilarity parameters) — and for different numbers of clusters and cluster sizes (where some unknown pairs depart from H₀). Section 2 recalls the multivariate selfsimilarity model and the eigenwavelet estimation procedure. Section 3 describes the key contributions of the work : the test principle, the statistical properties of the test statistic and its modeling with folded-normal distributions, as well as the bootstrap procedure, permitting to compute the test, estimate the p-value and also the power. Section 4 reports a large-size set of Monte Carlo simulations, performed under different scenarios and sample sizes, using 6-variate fBm. It validates the relevance of the proposed modeling of the test statistic and quantifies the ability of the bootstrap procedure to reproduce the actual test performance. OfBm synthesis, selfsimilarity exponent estimation and test procedures are implemented by the authors and available at [https://github.com/charlesglucas/ofbm_tools](https://github.com/charlesglucas/ofbm_tools)
2 Multivariate selfsimilarity

Multivariate selfsimilarity model. It has recently been proposed that multivariate selfsimilarity in time series can be modeled by the operator fractional Brownian motion [7]. In the present work, we use a simplification of this model that we refer to as multivariate fBm (M-fBm). It is defined from a set of $M$ dependent fBm [4], each with possibly different selfsimilarity exponents $H = (H_1, \ldots, H_M)$, $0 < H_1 \leq \ldots \leq H_M < 1$, and covariance matrix $\Sigma_X$, mixed linearly via a $M \times M$ real-valued and invertible mixing matrix $W$:

$Y \triangleq \{Y_t^{H_m\Sigma_X,W}(t), \ldots, Y_t^{H_M\Sigma_X,W}(t) \}_{t \in \mathbb{R}} \triangleq W \{X_{H_1}(t), \ldots, X_{H_M}(t) \}_{t \in \mathbb{R}} = WX$. (1)

Multivariate selfsimilarity parameter estimation. To estimate the vector of selfsimilarity parameters $\hat{H}$, a procedure was devised in [9,10], based on multivariate discrete wavelet transform coefficients $D_Y = (2^{-j/2} \psi_0(2^{-j}t - k)/Y_m(t))$, $\forall k \in \mathbb{Z}$, $\forall j \in \{j_1, \ldots, j_2\}$ with $\psi_0$ the mother wavelet [15]. To improve estimation performance, it was proposed in [13] to estimate a collection of $M \times M$ multivariate wavelet spectra, computed for non-overlapping windows, $w = 1, \ldots, 2^{j_2-j_1}$

$S(\omega)(2^j) \triangleq \frac{1}{n_{j2}} \sum_{k=1+(w-1)2^{j_2}}^{w2^{j_2}} D_Y(2^j, k)D_Y(2^j, k)^*$. (2)

The eigenvalues $\{\lambda_m(2^j)\}$, computed independently at each scale $2^j$ and for each window $w$, are then averaged across windows, after a logarithmic transformation : $\tilde{\lambda}_m(2^j) \triangleq 2^{j_2-j_1} \sum_{w=1}^{2^{j_2-j_1}} \log_2(\lambda_m(2^j))$. The behaviors along scales $2^j$ of these averaged log-eigenvalues provide relevant linear regression-based estimation of $\tilde{\lambda}_m$ [13], with $v_j$ classical weights verifying $\sum_j v_j = 1$ and $\sum_j v_j = 0$ [12]

$\hat{H}_m = \left(\sum_{j=j_1}^{j_2} v_j \tilde{\lambda}_m(2^j) \right) / 2 - 1/2, \forall m = 1, \ldots, M$. (3)

3 Selfsimilarity parameter equality test

Test methodology. Let us assume that, by definition, the vector $\hat{H}$ is sorted, $\forall m = 1, \ldots, M$, $H_{m+1} \geq H_m$. The null hypothesis for a pairwise consecutive selfsimilarity parameter equality tests is defined for each of the $M-1$ consecutive pairs

$H_0^{(m)} : H_{m+1} = H_m \equiv 0, \quad m = 1, \ldots, M-1$. (4)

The test statistics is constructed from the vector of $M$ estimates $\hat{H}$ obtained from a single observation of finite-size $M$-variate data (cf. Eq. [3]). Then, $\hat{H}$ is sorted in ascending order, $\hat{H}_\tau = (\hat{H}_{\tau(1)}, \ldots, \hat{H}_{\tau(M)})$ with $\hat{H}_{\tau(m+1)} \geq \hat{H}_{\tau(m)}$, $m = 1, \ldots, M-1$, and test statistics $\delta_m$ are defined as

$\delta_m = \hat{H}_{\tau(m+1)} - \hat{H}_{\tau(m)}, \quad m = 1, \ldots, M-1$. (5)

The practical use of the test thus entails the knowledge of the distribution of $\delta_m$ under $H_0^{(m)}$.

Properties of the test statistics $\delta_m$. It was shown in [9,10] that $\hat{H}$ is asymptotically unbiased, with components of equal variances, jointly Gaussian and weakly dependent. In a bivariate setting ($M = 2$), this implies that $\delta_1$ follows a folded normal distribution $\mathcal{F}_{\mu_1,\sigma_1}$ with parameters $\mu_1 = |H_2 - H_1|$ and $\sigma_1 = \sqrt{\sigma_2^2 + \sigma_3^2}$. Under $H_0^{(m)}$, the distribution of $\delta_1$ simplifies to a Half-Normal distribution.

Monte Carlo simulations, conducted on M-fBm, reported in Section 4.3 show that, at least in a multivariate yet low-dimensional setting, i.e., $3 \leq M \ll N$ (with $N$ the sample size), the distributions of $\delta_m$ are well approximated by folded normal distributions $\mathcal{F}_{\hat{\mu}_m,\hat{\sigma}_m}$, and hence, under $H_0^{(m)}$, by Half-normal distributions $\mathcal{F}_{\hat{\delta}_m} \equiv \mathcal{F}_{\hat{\mu}_m,\hat{\sigma}_m}$.

In principle, this permits the computation of the p-value, $p_m$, associated with the rejection of $H_0^{(m)}$. However, in practice, the parameters $\hat{\sigma}_m$ (and $\hat{\mu}_m$) are unknown. It is proposed here to perform their estimation from a single observation of data by means of bootstrap techniques [16].

Multivariate time-scale block bootstrap test. Following [12–14], use is made of a multivariate wavelet domain block bootstrap procedure, so as to reproduce the time-scale multivariate cross-dependence structure of multivariate wavelet coefficients $D(2^j, k)$. Practically, overlapping blocks have size $L_B$ in time, and range across all scales and components jointly. For $r = 1, \ldots, R$, bootstrap resamples are drawn with replacement : $D_{r}^{(r)} = (D_r^{(r)}(2^j, 1), \ldots, D_r^{(r)}(2^j, n))$.

From each bootstrap sample $D_{r}^{(r)}$, estimates $S^{*(r,w)}(2^j)$ and $\tilde{\delta}_m^{*(r,m)}$ are computed using Eqs. (1,2) and sorted into $\tilde{\delta}_m^{*(r,m)}$.

Monte Carlo simulations, conducted on M-fBm, reported in Section 4.3 show that the bootstrap test statistics $\tilde{\delta}_m^{*(r,m)}$ are well approximated by folded normal distributions $\mathcal{F}_{\tilde{\mu}_m,\tilde{\sigma}_m}$ and satisfactorily reproduce the test statistics $\hat{\delta}_m$. Parameters $\tilde{\mu}_m$ and $\tilde{\sigma}_m$ are estimated from $\hat{\delta}_m$ using a classical maximum likelihood estimator. It consists in solving, from independent samples, $\{x_i, \ldots, x_n\}$, the set of coupled equations

$x_i = \frac{1}{1 + e^{\frac{\delta_x}{\sigma_x}}}, \quad \tilde{\sigma}_m = \frac{1}{n} \sum_{i=1}^{n} x_i - \tilde{\mu}_m$. (6)

The corresponding p-values associated with the rejection of $H_0^{(m)}$, can then be computed as (with $F_{\mathcal{F}}$ the cumulative distribution function of the folded-normal distribution)

$\tilde{p}_m = 1 - F_{\mathcal{F}}(0, \frac{\tilde{\delta}_m}{\tilde{\sigma}_m})$. (7)

7 together with, for a significance level $\alpha$, the test decision :

$\tilde{d}_m^{(\alpha)} = 1 : \tilde{p}_m < \alpha$. (8)

Furthermore, and this in another key outcome of the bootstrap procedure constructed here, the power of the test can be estimated also from a single finite-size observation as

$\pi(\tilde{\mu}_m, \tilde{\sigma}_m) = 1 - F_{\mathcal{F}}(0, \frac{\tilde{\delta}_m}{\tilde{\sigma}_m})(F_{\mathcal{F}}^{-1}(1 - \alpha))$. (9)
4 Monte Carlo Performance Assessment

4.1 Monte Carlo experiment set-up

To assess the relevance of both the folded-normal distribution approximations for the test statistics \( \tilde{\delta}_m \) and of the proposed multivariate wavelet domain block bootstrap-based test procedure defined in Section 3, Monte Carlo simulations are conducted, from \( N_{MC} = 1000 \) independent copies of synthetic \( M \) = 6-variate \( M \)-fBm with sample size \( N = 2^{10} \). To validate that the achieved conclusions hold both when all pairs follow \( H_0 \) (a single cluster with identical selfsimilarity parameter) and when data comprise different selfsimilarity parameters (several clusters of different sizes), two scenarios are considered:

Scenario 1: A single cluster with \( H_1 = \ldots = H_M = 0.8 \).

Scenario 2: 3 clusters with different \( H \) and sizes (respectively, 1 component with \( H_1 = 0.4 \), 3 components with \( H_2 = 0.6 \), and 2 components with \( H_3 = 0.8 \)), such that \( H_0^{(m)} \) is valid for \( m = 2, 3, 5 \) and not for \( m = 1, 4 \).

The covariance matrix \( \Sigma_X \) is chosen such that all diagonal entries are set to 1 and all non-diagonal entries are set to \( r = 0.5 \). The \( M \times M \) invertible matrix \( W \) is randomly selected and kept fixed for all realizations. Wavelet analysis is performed with the least asymmetric Daubechies3 wavelet. Estimations are performed by linear regressions across scales \( 2^j = 2^6 \) to \( 2^{12} = 2^{11} \). \( R = 500 \) block-bootstrap resamples are drawn from overlapping blocks of size \( L_B = 6 \) (corresponding to the size of the Daubechies3 mother wavelet time support).

4.2 Test statistics properties

Let us start by studying the test statistics \( \tilde{\delta}_m \). Fig. 1 reports, for Scenario 1 and 2, and for the five pairs \( m = 1, \ldots, M = 1 \), quantile-quantile plots for the distributions of \( \tilde{\delta}_m \) against samples drawn from a folded normal distribution \( \mathcal{FN}(\mu_m, \sigma_m) \), with parameters \( \mu_m, \sigma_m \) estimated using Eq. 6.

Fig. 1 shows first that folded normal distributions are relevant approximations for \( \tilde{\delta}_m \) under both \( H_0 \) and alternative hypothesis \( H_A \), and second that under \( H_0 \), \( \mu_m \approx 0 \) validating the approximation by the Half-Normal distribution. These Monte Carlo simulations show that, under Scenario 1, despite the fact that all pairs follow \( H_0 \), it can be observed that, while \( \mu_m \approx 0 \) \( \forall m, \sigma_m \) depend on \( m \): It is larger for \( m = 1 \) and \( m = 5 \), i.e., for the smallest and largest estimates \( H_m \), and smaller for the central estimates, which can be interpreted as a consequence of the sorting operation applied to the elements of \( H \). They also show that, under \( H_0 \), the values for \( \sigma_m \) for a same \( m \) (i.e., \( m = 2, 3 \) or 5) differ between Scenario 1 and Scenario 2. These observations constitute the first main and interesting findings: The distribution of \( \tilde{\delta}_m \) under \( H_0 \) depends both on the rank of the sorted pairs (i.e., on \( m \)) and on the scenario, mostly via \( \sigma_m \).

4.3 Bootstrap test statistics properties

Folded-normal modeling. Let us now turn to the bootstrap test statistics \( \tilde{\delta}_m^* \). Fig. 2 reports, for Scenario 1 and 2, and for the five pairs \( m = 1, \ldots, M = 1 \), quantile-quantile plots for the distributions of \( \tilde{\delta}_m^* \) against samples drawn from \( \mathcal{FN}(\tilde{\mu}_m^*, \tilde{\sigma}_m^*) \), with \( \tilde{\mu}_m^*, \tilde{\sigma}_m^* \) estimated using Eq. 6. Fig. 2 shows that \( \tilde{\delta}_m^* \) are well approximated by folded-normal distributions under both \( H_0 \) and \( H_A \) and for both scenarios.

Bootstrap parameter estimation. Table 1 shows that the estimates of \( \tilde{\mu}_m^* \) and \( \tilde{\sigma}_m^* \) averaged across Monte Carlo simulations compare well to \( \tilde{\mu}_m, \tilde{\sigma}_m \), thus validating that the bootstrap test statistics \( \tilde{\delta}_m^* \) satisfactorily reproduce the test statistics \( \tilde{\delta}_m \).

Bootstrap test p-values. Further, Fig. 3 shows that the bootstrap-based estimates of the test p-value \( \tilde{p}_m^* \) (computed from Eq. 7) approximately follow a uniform distribution under \( H_0 \). As expected, these \( \tilde{p}_m^* \) depart from a uniform distribution under \( H_A \).

Bootstrap test performance. Finally, Table 2 compares, for a preset significance level \( \alpha = 0.05 \), averages across Monte Carlo realizations of the test decisions \( d_m^{(n)} \) (i.e., percentage
of rejections $d_\alpha^{(m)} = 1$) and of the test powers, $\pi(\hat{\mu}_m^*, \hat{\sigma}_m^*)$, computed from Eq. 9. The results indicate that i) the test closely reproduces the preset false alarm rate $\alpha$ under $\mathcal{H}_0$, ii) has reasonable power under $\mathcal{H}_A$, and iii) the estimate $\pi(\hat{\mu}_m^*, \hat{\sigma}_m^*)$ satisfactorily reproduce the percentage of rejections under both scenarios and under both $\mathcal{H}_0$ and $\mathcal{H}_A$.

5 Conclusions and perspectives

A multivariate wavelet-domain block bootstrap procedure was constructed to test pairwise equality of selfsimilarity parameters in multivariate selfsimilar data from a single finite-size observation. The bootstrap test statistic was shown to well reproduce the distribution of the actual pairwise test statistic both when all $H$ are equal and when there exist clusters of different sizes with different values of $H$s, a non trivial result. The bootstrap procedure was also shown to well estimate the power of the test, another interesting outcome. Further, the procedure was shown to have a large power for large size data, that however drops fast when sample size decreases. Future work will include investigating different scenarios and whether alternative (here, consecutive comparisons of sorted estimates of $H$), robust to lower sample sizes, strategies can be constructed.
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