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Résumé – Les images à haute résolution (HR) fournissent des informations plus détaillées tout en créant une lourde charge de calcul, ce qui
entraı̂ne une vitesse de détection plus lente. Nous proposons un nouvel algorithme d’accélération de la détection des piétons appelé NPAE (Non-
Pedestrian Area Estimation). L’algorithme NPAE estime et supprime les zones non piétonnes de l’image, avant de procéder à la détection des
piétons sur l’image de sortie NPAE. L’algorithme NPAE proposé est un module plug-and-play qui peut être utilisé sur des plateformes GPU et
CPU. Notre algorithme augmente la vitesse de détection de 42% sur la plate-forme GPU et de 52% sur la plate-forme CPU, pour les images
de test d’une résolution de 1920× 1080 pixels. En termes de précision de détection, NPAE améliore jusqu’à 37,94% par rapport aux méthodes
classiques d’accélération de l’optimisation des données.

Abstract – High resolution (HR) images provide more detail information while creating a heavy computational load, resulting in slower
detection speed. We propose a novel pedestrian detection acceleration algorithm called Non-Pedestrian Area Estimation (NPAE). The NPAE
algorithm estimates and removes non-pedestrian areas of the image, followed by pedestrian detection of the NPAE output image. The proposed
NPAE algorithm is a plug-and-play module that can be used on both GPU and CPU platforms. Our algorithm increases the detection speed with
42% on the GPU platform and with 52% speed increase on the CPU platform, for the test images with a resolution of 1920 × 1080 pixel. In
terms of detection accuracy, NPAE improves by up to 37.94% compared to classical data optimization acceleration methods.

1 Introduction

Pedestrian detection technology has made great progress in
the past decade [1] due to deep neural networks. As more and
more layers are adopted, deep neural networks usually have
higher detection accuracy. The increased complexity requires
more computing resources and usually consumes additional com-
puting time.

High-resolution (HR) image is required to detect pedestrian
targets at long distances. HR image has many advantages, such
as improved detection results [2]. It is also a basic need for
autonomous driving [3, 4]. The rich detail information pro-
vided by HR images improves the accuracy of long-distance
detection. However, it increases the amount of computational
consumption and time. Therefore, Pedestrian detection needs
to be accelerated and kept accurate.

The NPAE algorithm is proposed for acceleration pedestrian
detection. It works by estimating and cropping the Non-Pedestrian
Area of the image. Due to the reduction of image size, the pe-
destrian detector can process faster. Moreover, the accuracy of
the pedestrian detector can be maintained because of the pedes-
trian area of the image is not modified. The NPAE algorithm
has several highlights : 1) The NPAE algorithm can calculate
and crop the Non-Pedestrian Area uniformly for the images ac-
quired under the same capture conditions. 2) The NPAE algo-
rithm does not require training and is capable of accelerating a
variety of state-of-the-art pedestrian detectors. 3) The proposed

algorithm is an image data optimization method that can also
be used in a variety of applications such as image segmentation,
object tracking.

2 Related Work

2.1 Pedestrian Detectors
In recent years, machine learning methods such as SVM,

ELM, ANN, CNN have gradually replaced manual design rules
[5]. In the field of pedestrian detection, deep learning has been
adopted by most algorithms with excellent performances, such
as the R-CNN [6] and the YOLO [7]. In [8], the RetinaNet
introduces a novel loss function and fuses different levels of
features through lateral connections. These designs ensure that
RetinaNet is an efficient and accurate detector. Therefore, we
chose RetinaNet as the reference of the pedestrian detector to
test the performance of the proposed NPAE algorithm.

2.2 Pedestrian Detection Acceleration
Most of the advanced acceleration methods are summarized

in [9], such as pruning, low-rank approximation, quantization,
knowledge distillation and compact network design. All men-
tioned methods are based on optimizing deep neural networks
for acceleration. These methods are incredible in thought and
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FIGURE 1 – Analyze and build NPAE algorithms for single images. (a) Analysis of non-pedestrian area at the top of the image
containing multiple pedestrians. (b) Analysis of the environmental parameters involved in NPAE algorithm.

design, and have significant effects in practical.
However, we noticed that the input image is an under-optimized

part of the detection process. There are two processing methods
for the image input to the detector. One method is to compress
the input image to a fixed size as in the [10, 11]. Another me-
thod crops part of the image area, such as [12]. Both of these
image processing methods are very convenient. Nevertheless,
the compress-image method results in a loss of detection accu-
racy. The crop-image method can only be used with an existing
dataset and acquisition environment. Changes in camera mo-
del, spatial position, and scaling require researchers to redesign
the system.

3 Algorithm Design
We observe that the HR images obtained by autonomous

vehicles contain some areas without pedestrians. We named
this area a Non-Pedestrian Area (NPA). We find that there is
a relationship between the region size of NPA in the image
and the environmental parameters. The environmental parame-
ters contain camera height, camera pitch angle, camera verti-
cal field of view (FOV), the distance between the pedestrian
and the camera, pedestrian height and vertical resolution of the
image. Therefore, we propose the Non-Pedestrian Area Esti-
mation (NPAE) algorithm to describe the relationship between
the two factors. Afterwards, the NPAE algorithm can estimate
the NPA based on the environmental parameters. Once the NPA
is acquired, we remove the non-pedestrian area from the HR
image and then send the processed image to the subsequent pe-
destrian detector.

To accurately estimate the non-pedestrian area in a single
image, it is necessary to analyze the highest position of the pe-
destrian bounding box in the image, as shown in Figure 1(a).
Several environmental parameters are used : hc is the camera
height, γ is the camera pitch angle, α is the camera vertical
field of view (FOV), dpc is the distance between the pedestrian

and the camera, hp is the pedestrian height, pxv is the vertical
resolution of the image, NPA is the Y-axis coordinate of the
pedestrian bounding box top-left point according to the envi-
ronmental parameters. Based on these parameters, the NPAE
algorithm equation with γ is shown in equation (1) :

NPA =
pxv

2
{1− (hp − hc) cos γ − dpc sin γ

[dpc cos γ + (hp − hc) sin γ] tan
α
2

} (1)

Using NPAE to calculate the smallest non-pedestrian area
in a dataset, it is possible to consistently accelerate for object
detection.

4 Experiments and Results

4.1 Experiment preparation
The JAAD dataset [13] is adopted to verify the performance

of proposed NPAE algorithm. It has various weather conditions
such as sunny, cloud, rain and snow. JAAD dataset has 336
videos with a resolution of 1920× 1080 pixels.

There are six environmental parameters need to be determi-
ned. According to [13], for JAAD with a resolution of 1920 ×
1080 : Vertical resolution pxv = 1080 pixels. Camera vertical
FOV α = 73◦. Camera pitch angle γ = 0◦. Camera height
hc = 1.6 m. The pedestrian height hp = 1.8 m, pedestrian-
camera distance dpc = 1.2 m.

Considering the car shudder, the Camera pitch angle γ is va-
ried between [−1◦, 1◦]. The adjusted environmental parameters
can be used to derive the corresponding NPA for each dataset
according to equation (1). The NPA interval for JAAD 1920×
1080 is between NPAγ=−1 and NPAγ=1. We take the mini-
mum value, so NPA = 405 pixels. To facilitate the experiment,
the value of NPA is modified using NPAmod = NPA − (NPA
mod 10).

The RetinaNet is adopted to detect pedestrians. There are se-
veral versions of RetinaNet, depending on the backbone used.



TABLE 1 – The experimental results on JAAD 1920 × 1080 pixels test data. In combination with the proposed NPAE algorithm
(NPAE in the table) the detection speed on the GPU platform is 8.36 fps improved by 46.92%. The detection speed on the CPU
platform is 0.35 fps, which is a 52.17% improvement. AP mean average precision. FPS mean frame per second on gpu platform. RT
mean runtime. PedPC mean partially cropped pedestrian. PedCR mean completely removed pedestrian. G mean GPU platform.
C mean CPU platform.

Model Resolution (pixels) AP (%) FPSG RTG (ms) FPSC RTC (ms) PedPC PedCR

RetinaNet 1920× 1080 84.60 5.69 175.7 0.23 4307.8 0 0
Compress 1920× 680 61.75 8.36 119.6 0.35 2819.9 0 0
Crop-150 1920× 930 82.94 6.04 165.4 0.26 3769.1 0 0
Crop-200 1920× 880 87.78 6.38 156.7 0.27 3584.9 0 0
Crop-250 1920× 830 82.59 7.12 140.4 0.29 3381.8 0 0
Crop-300 1920× 780 86.74 7.58 131.8 0.31 3191.8 0 0
Crop-350 1920× 730 83.01 7.91 126.4 0.33 2994.3 2 0

NPAE(Crop-400) 1920× 680 84.85 8.36 119.5 0.35 2813.2 33 0
Crop-450 1920× 630 84.03 9.14 109.4 0.38 2625.2 348 0
Crop-500 1920× 530 81.50 9.50 105.2 0.41 2421.7 2657 3

We chose the resnet50 [14] as the backbone network. This net-
work offers a better balance between detection performance
and speed.

4.2 Experiments
In Table 1, RetinaNet is the baseline. The evaluation me-

tric used in this paper is the Average Precision (AP) [15]. The
detection result has 84.80% average precision (AP). It takes
RTG = 175.7 milliseconds to process an image on the GPU,
which means 5.69 frames per second (FPSG). On the CPU,
the time to detect an image RTC is 4307.8 milliseconds, which
means 0.23 frames per second (FPSC). The proposed NPAE
algorithm reduces the detection time of RetinaNet to 119.5 ms
and 2813.2 ms on two platforms. The detection speed is 8.36
fps on GPU and 0.35 fps on CPU. The detection speed is in-
creased by 46.92% and 52.17% respectively. After NPAE acce-
leration, the AP of the detector RetinaNet remains at 84.85%.

Image compression method, as Compress mentioned in Table
1, can also accelerate detection. However, there is a significant
loss of accuracy. The experimental detection accuracy AP is
only 61.75%. The results can be further improved to a certain
extent by extensive multi-scale training. Nevertheless, this im-
provement is limited and leads to a more complex process.

NPAE is an accurate image cropping method. We have also
labeled it Crop-NPA. In order to compare the performance of
NPAE, seven experiments with different cropping values are
designed in Table 1. These experiments are named Crop-Value
and Value is the number of rows of cropped pixels. In addi-
tion to analyzing the detection accuracy AP and detection speed
FPS/RT, the pedestrian targets affected by the cropping should
also be considered. The partially cropped pedestrian target num-
ber is recorded as PedPC , and the completely removed pedes-
trian is labeled as PedCR.

In terms of acceleration, the speed increases as the degree
of shearing increases. In terms of detection accuracy, it first re-
mains constant and then decreases. The inflexion point occurs

around the NPA value estimated by the NPAE algorithm. The
PedPC and PedCR values also show an inflexion point around
the NPA value. This pattern means that more and more pedes-
trian area information is lost as the cropping range exceeds the
NPA value. This results in a decrease in detection accuracy.

5 Conclusion

In this paper, we present an algorithm for accelerating pe-
destrian detection with high resolution images, named Non-
Pedestrian Area Estimation (NPAE). Based on six environmen-
tal parameters, the NPAE algorithm can accurately estimate the
non-pedestrian areas in the dataset. Therefore, the proposed al-
gorithm crops the image more accurately compared to other
image data optimization methods. Because the image area is
reduced and the target information is preserved, the pedestrian
detector gains acceleration while maintaining accuracy.

The NPAE algorithm has four advantages : 1). It accelerates
detection without loss of accuracy, 2). It can be used on a va-
riety of computing platforms, 3). It is easily integrated with
other acceleration and detection methods. 4). it does not require
any training.

On 1920× 1080 high resolution images, two different com-
puting platforms, GPU and CPU, are used for the experiments.
In the GPU platform, the detection speed is increased by 46.92%.
In the CPU platform, the detection speed is increased by 52.17%.
All experiments have shown that the proposed algorithm does
not affect the detection accuracy. The NPAE algorithm per-
forms better compared to traditional image data optimization
methods. Image compression usually results in a loss of detec-
tion accuracy. Compared to NPAE algorithm, image compres-
sion loses 23.10% of average precision on 1920× 1080 resolu-
tion. Image cropping cannot be calculated to obtain the optimal
size of the cropping area, so it is difficult to accurately balance
detection accuracy and detection speed.

In future work, we will explore the use of NPAE algorithm



for pedestrian image position estimation by introducing depth
information. At the same time, the NPAE algorithm can also be
used to accelerate pedestrian detection of multi-modal fusions.
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