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Résumé – Les performances du retournement temporel pour la transmission d’énergie sans fil à travers un milieu de propagation
complexe sont étudiées sous une contrainte de quantification des signaux émis. Différentes méthodes de quantification sont utilisées
afin de déterminer comment la précision de quantification doit être répartie entre le module et la phase des signaux définis en bande
de base. À l’aide de simulations numériques, il est montré qu’un nombre égal de bits doit être alloué au module et à la phase lorsque
la quantification est effectuée dans le domaine temporel et qu’un nombre plus important de bits doivent être alloués à la phase
lorsque la quantification est effectuée dans le domaine fréquentiel.

Abstract – The performance of quantized time reversal for wireless power transfer through complex propagation medium are
studied. Different quantization methods are used in order to determine how quantization precision should be distributed between the
modulus and the phase of the emitted baseband signals. Using numerical simulations, it is shown that a similar number of bits must
be allocated to the modulus and the phase when quantization is performed in the time domain and that more bits must be allocated
to the phase for frequency-domain quantization.

1 Introduction
Time Reversal (TR) processing, which allows one to fo-

cus signals both spatially and temporally, was first used with
acoustic waves [4], before being extended to electromagnetic
waves [8]. It consists in taking into account the multipath or
dispersive effects of propagation in the design of the emitted
waveform in order to obtain a high peak power at the receiver.
With Radio-Frequency (RF) waves, this technique was shown
to allow better performance in complex multipath environ-
ments for information transmission [6] and, more recently, for
Wireless Power Transfer (WPT) [11].

However, TR processing requires the use of precise complex
waveforms, and is quite a sensitive technique. Furthermore,
due to the digital nature of the systems used for RF applica-
tions, all stored and processed information is quantized. It
is then necessary to know how quantization deteriorates the
performance of TR processing. This question has already been
addressed from the physicist point of view, studying the fo-
cusing properties of the waves [7, 10], as well as from the
communication point of view where the performance is as-
sessed through channel capacity or bit error rate [1,2,5]. Most
of these studies are based on real-valued channel impulse re-
sponse (CIR) models and signals [5, 10] or are dedicated to
one-bit quantization [1, 2, 7].

In this paper, the approach is slightly different: first, the
performance of quantized TR is studied in the context of WPT.
This means that is it necessary to create a high peak power
at the receiver location [3], but that the signal-to-noise ratio
(SNR) needs not be optimised. Second, the question asked is
that of the relative importance of the modulus and phase of
the baseband signal to be emitted: it is sought to determine
which of the modulus and phase should be coded with the
highest precision to optimise WPT. The answer to this ques-
tion will provide insights about the channel characteristics

that are the most relevant to WPT and a guideline for optimal
RF waveforms design. To address these questions, a general
quantization scheme allowing a given number of bits to be
distributed arbitrarily between the modulus and the phase of a
baseband signal is introduced. Using a WPT-specific perfor-
mance criterion, numerical simulations based on a Rayleigh
channel model are then carried out to compare the performance
of several modulus/phase quantization strategies.

The rest of the paper is organized as follows: section 2
presents the system model and the WPT performance criteria
used to compare the different quantization schemes. In sec-
tion 3, modulus/phase quantization schemes are introduced.
Section 4 describes the simulation set-up and results allowing
determining the relative importance of modulus and phase.
Finally, section 5 gives the conclusions of this work. 1

2 Signal model and evaluation criterion

2.1 Time reversal processing
We consider an emitted signal x(t) passing through a chan-

nel whose CIR is denoted h(t), giving a received signal
z(t) = x ⋆ h(t), ⋆ being the convolution product. The CIR
is assumed to be perfectly known, at least within a frequency
band of width B centred around a carrier frequency νc. It is
assumed that modulation at the carrier frequency νc occurs
after the design of the emitted signal, therefore all signals will
be considered in baseband [−B/2;B/2] and will be complex
valued.

TR processing intends to design an emitted signal x(t) such
that the signal z(t) received after propagation through the
channel admits a maximum peak power at a given focusing
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time T0. It solves the following problem: max
x

|z(T0)|2 =

∣∣∣∣∫ +∞

−∞
h(t)x∗(T0 − t)dt

∣∣∣∣2
s.t. 1

T0

∫ T0

0
|x(t)|2dt ≤ P0

(1)

Given the Cauchy-Schwartz inequality, the received peak
power |z(T0)|2 is maximal for x(t) = h∗(T0 − t), where
∗ denotes complex conjugate. In practice, it is necessary to
limit the spectrum of the emitted signal to the frequency band
of interest [−B/2;B/2] as well as its duration in time to Tw.
To that aim, a sinc-hann pulse w(t) defined as

w(t) = sinc (Bt) hann (t/Tw) (2)

where hann(t) denotes the Hanning window defined for t ∈
[−1/2; 1/2], can be used such that the ideal TR emitted signal
is given by

xideal(t) = h∗(T0 − t) ⋆ w(t). (3)

The signal zideal(t) received is therefore given by

zideal(t) = h ⋆ xideal(t) = Rh(t− T0) ⋆ w(t), (4)

Rh(t) being the autocorrelation function of the CIR, lead-
ing |zideal(t)|2 to be maximum for t = T0. In the frequency
domain, the Fourier transform of the emitted signal is given by

Xideal(ν) = e−2iπνT0H∗(ν)W (ν)

= e−2iπνT0 |H(ν)|e−iφ(ν)W (ν) (5)

with W (ν) and H(ν) = |H(ν)|eiφ(ν) the Fourier transform of
w(t) and h(t) respectively. Accordingly, the Fourier transform
of the signal received in this ideal situation is given by

Zideal(ν) = e−2iπνT0 |H(ν)|2W (ν). (6)

These frequency-domain expressions highlight the two com-
ponents involved in TR processing: the modulus of Xideal is
such that the emitted power is distributed according to the
transmission capabilities of the channel; the phase of Xideal
is such that all frequency components arrive constructively at
t = T0 after propagation through the channel.

2.2 WPT Performance criterion
Several performance criteria can be used to evaluate the per-

formance of WPT systems. These criteria generally describe
the quantity of energy that is transferred from the source to the
receiver, and how it is focused in time and/or space. Among
them, the Peak-to-Emitted Power Ratio (PEPR) defined as

PEPR =
|z(T0)|2

1
T0

∫ T0

0
|x(t)|2dt

. (7)

is the one used in this study. The PEPR evaluates the ratio
of the peak power obtained at the receiver at a given time T0

to the average power emitted by the source. It is an essential
criterion for WPT systems as it determines the performance
of the RF-DC rectifier circuits used at the receiver to collect
the power [3]. Note that TR processing being based on PEPR
maximization (see (1)), one may not expect higher PEPRs with
quantized TR signals than without quantization.

(a) (b)

(c) (d)

Figure 1 – MP quantization schemes for Nbits = 4: (a) Σ(3, 1);
(b) Σ(2, 2); (c) Σ(1, 3); (d) Σ(0, 4)

3 Modulus/phase quantization schemes
A family of Modulus/Phase (MP) quantization schemes is

introduced in this section, allowing to arbitrarily distribute the
quantization accuracy between the modulus and the phase of
a complex-valued signal. Given a number of bits Nbits, an
MP quantization scheme is denoted Σ (Nm, Nφ), with Nm +
Nφ = Nbits, where Nm is the number of bits used to uniformly
quantize the modulus on [0, 1] and Nφ is the number of bits
used to uniformly quantized the phase on [0, 2π]. Considering
a complex-valued signal s(t) = |s(t)|eiφ(s(t)) with |s(t)| ≤ 1,
the quantized signal s̃(t) is obtained by

s̃(t) = Q(Nm,Nφ) [s(t)]

= Q
[0,1]
Nm

[|s(t)|] eiQ
[0,2π]
Nφ

[φ(s(t))] (8)

where QI
N [•] denotes uniform quantization with N bits on

the interval I . Note that phase and modulus quantizations
are, with this method, decoupled. Figure 1 gives examples
of MP quantization schemes obtained for Nbits = 4, from
Σ(3, 1) to Σ(0, 4). One may note that Σ(0, Nbits) is equivalent
to a PSK constellation diagram and quantizes only the phase
of the signal, while Σ(Nbits − 1, 1) is equivalent to an ASK
constellation diagram and quantizes only the amplitude of the
real part of the signal.

The MP quantization schemes above will be applied with
two dual approaches, namely time-domain quantization and
frequency-domain quantization. For time-domain quantization,
the emitted signal x̃(t) is the quantized version of the ideal TR
waveform xideal(t) defined in (3), hence

x̃(t) = Q(Nm,Nφ) [xideal(t)] (9)

For frequency-domain quantization, the spectrum of the emit-
ted signal is the quantized version of the ideal TR waveform
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Figure 2 – Mean PEPR as a function of Nbits and for all MP
quantization schemes Σ (Nm, Nφ) for time-domain quantiza-
tion. (see color online)

spectrum Xideal(ν) defined in (5), hence

X̃(ν) = Q(Nm,Nφ) [Xideal(ν)] (10)

Note that quantizing in the frequency domain may probably
not be adapted to usual emitters. However, comparing the
two approaches will reveal the relative importance of the in-
formation carried by the modulus and phase in the time and
the frequency domains. It also gives some clues regarding the
storage of the CIR in the time or frequency domain.

4 Simulation results

4.1 Propagation channel model and simulation
set-up

The channel model used in this study is a generic Rayleigh
channel model, the CIR of which is given by

∀t ∈ [0;T0], h(t) = a(t)e−τt, (11)

with a(t) a complex circular Gaussian iid random process. In
the sequel, the CIR duration is T0 = 400 ns, the exponential
decay rate is τ = 30 ns and the variance of both the real
and imaginary parts of a(t) is normalized such that the mean
spectral power is 10−3. Those parameters have been chosen to
mimic the real-life experimental RF plateform reported in [9].
Finally, 1000 realizations of the CIR were generated for each
quantization configuration and the results presented hereafter
are the mean performance over these 1000 realizations.

4.2 Optimal balance between modulus and
phase

For a given number of bits Nbits ranging from 1 to 8, the
mean PEPR (normalized by the one obtained with ideal sig-
nals) obtained with the MP quantization schemes ranging
from Σ(0, Nbits) to Σ(Nbits, 0) is presented in figure 2 for
time-domain quantization and figure 3 for frequency-domain
quantization. The quantization schemes on the right of the
figures are those allocating more precision to the modulus
(Nm > Nφ) while those on the left allocate more precision to
the phase (Nφ > Nm).

Figure 3 – Mean PEPR as a function of Nbits and for all
MP quantization schemes Σ (Nm, Nφ) for frequency-domain
quantization. (see color online)

For time-domain quantization (figure 2), it is observed that
modulus and phase are somehow equally important. When
Nbits is an even number, the optimal balance (given by the
position of the maximum of the curves) is Nm = Nφ, except
for Nbits = 2 for which the phase must be favoured. When
Nbits is an odd number, the optimal balance is Nm = Nφ − 1
when Nbits ≤ 3 (allocate one more bit to the phase) and
Nm = Nφ ± 1 (arbitrarily allocate one more bit to the phase
or to the modulus) when Nbits ≥ 5. For frequency-domain
quantization (figure 3), it is however clearly observed that the
best quantization strategy is to allocate one or two more bits
to the phase than to the modulus (the maximum of the curves
always lies on the left side of the graph). This means that the
information carried by the phase of the frequency response of
the channel (making components interfere constructively) is
more important for WPT than the information carried by the
modulus. Interestingly, it is to be noted that when Nbits ≤ 6,
frequency-domain quantization provides better WPT perfor-
mance than time-domain quantization.

4.3 Comparison with classical constellation di-
agrams

In this subsection, the performance of quantization schemes
directly inspired from classical digital communication constel-
lation diagrams, namely the PSK, ASK and QAM, is studied
and compared with the previously proposed optimally bal-
anced MP quantization schemes. The PSK and ASK constella-
tion diagrams symbolize the two extreme cases of phase-only
and amplitude-only quantization. As noted earlier, they are
special cases of MP quantization schemes. The QAM quan-
tization scheme allocates an equal number of bits to the real
and imaginary parts of the signal. It is worth noting that in
this process, QAM codes the phase with more precision than
the modulus (e.g., the 16-QAM allows 12 phase values and 3
modulus values).

The figure 4 (resp. 5) presents the mean PEPR as a function
of Nbits obtained for time-domaine (resp. frequency-domain)
quantization with (i) the optimally balanced MP quantization
scheme (blue stars), denoted OBMP hereafter, the optimal
couple (Nm, Nϕ) being indicated for each value of Nbits, (ii)
the QAM constellation diagram (yellow circles), (iii) the PSK
constellation diagram (red crosses) and (iv) the signed ASK
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Figure 4 – Mean PEPR as a function of Nbits for time-domain
quantization. For each point, the (Nm, Nφ) couple of the
optimally balanced MP quantization scheme is given.

Figure 5 – Mean PEPR as a function of Nbits for frequency-
domain quantization. For each point, the (Nm, Nφ) couple of
the optimally balanced MP quantization scheme is given.

constellation diagram (green squares). For time-domain quan-
tization, QAM and OBMP quantization schemes reach the
optimal performance as Nbits increases. However, for inter-
mediary numbers of bits (Nbits < 10), the QAM performance
are lower than those obtained with OBMP: QAM quantization
allocates too much precision to the phase, neglecting the some-
how equal importance of the modulus. For frequency-domain
quantization, QAM and OBPM quantization schemes have
similar performance for any value of Nbits. This is related to
the fact that optimal frequency-domain quantization requires
allocating more precision to the phase than to the modulus,
which is the natural behaviour of QAM constellations..

5 Conclusion
In this paper, the optimal way to allocate quantization pre-

cision between the modulus and the phase of baseband signal
was investigated in the context of TR processing for WPT. In
order to do this, MP quantization schemes were introduced,
authorizing an arbitrary allocation of quantization bits over
modulus and phase and numerical simulations with a Rayleigh
channel model was conducted. According to the PEPR per-
formance criterion, it was shown that the optimal balance is
obtained by allocating a similar number of bits to the phase
and to the modulus when quantization is performed in the time
domain, while more bits must be allocated to the phase when
quantization is performed in the frequency domain. Also, as
compared to classical digital communication constellation di-
agrams like QAM, the optimally balanced MP quantization
scheme demonstrates a clear improvement for intermediary

number of bits (from 3 to 8). Finally, it was shown that for a
budget greater that Nmin = 8 bits, the impact of quantization
on WPT becomes negligible. Those results provide a guideline
to the optimal waveform design problem in the context of WPT
as soon as quantization constraints must be taken into account.
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