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Natural Language Processing

NL Understanding

NL Generation   



Natural Language Generation

What is NLG useful for ?

Verbalising, Summarising, Querying Knowledge-Bases

Summarising, Simplifying, Paraphrases one or more Text(s)

Converting Graphs into Text



The NLG Hype



Sacoolas, who has immunity as a diplomat’s wife, was involved in a traffic 
collision ... Prime Minister Johnson was questioned about the case while 
speaking to the press at a hospital in Watford. He said, “I hope that Anne 
Sacoolas will come back ... if we can’t resolve it then of course I will be raising 
it myself personally with the White House.


 Generated summary


Boris Johnson has said he will raise the issue of US diplomat Anne Sacoolas’ 
diplomatic immunity with the White House.

The NLG Hype

Coreference in automatically summarised text



Sacoolas, who has immunity as a diplomat’s wife, was involved in a traffic 
collision ... Prime Minister Johnson was questioned about the case while 
speaking to the press at a hospital in Watford. He said, “I hope that Anne 
Sacoolas will come back ... if we can’t resolve it then of course I will be raising 
it myself personally with the White House.”


 Generated summary

Boris Johnson has said he will raise the issue of US diplomat Anne 
Sacoolas’ diplomatic immunity with the White House.

The NLG Hype

Abstract Anaphora in automatically summarised text



Sacoolas, who has immunity as a diplomat’s wife, was involved in a traffic 
collision ... Prime Minister Johnson was questioned about the case while 
speaking to the press at a hospital in Watford. He said, “I hope that Anne 
Sacoolas will come back ... if we can’t resolve it then of course I will be raising 
it myself personally with the White House.


 Generated summary

Boris Johnson has said he will raise the issue of US diplomat Anne 
Sacoolas’ diplomatic immunity with the White House.

The NLG Hype

World Knowledge in automatically summarised text




The NLG Hype

Errors in automatically summarised text




A key issue in Neural NLG is correctness. The generated text may 


• Contain factually incorrect data

• Include contradictions and repetitions / redundancies

• Omit information present in the input

• Hallucinate information not present in the input

The NLG Hype

The factuality and faithfulness issue




The NLG Hype



• A short introduction to Neural Generation


• Four Challenges for Neural NLG

• Long Input

• Integrating Knowledge

• Generating into multiple languages

• Generating long form text

Outline



Neural Generation



• Represents (sub)words as vectors of real numbers called embeddings


• Generates text by predicting the next most probable word usin either 
a Language Model (decoder) or an Encoder-Decoder


• Increasingly uses pretrained models 
• Pretrained word embeddings (Word2Vec, BERT, XLNet ,…)

• Pretrained decoder (GPT2, LAMDA, …)

• Pretrained encoder-decoder (T5, BART, …)

Neural Generation



Neural Word Representations



• Words with similar 
contexts have similar 
meanings


•Words are represented by 
vectors of real numbers 
called embeddings

Embeddings

Neural Word Representations


John eats an apple.

Peter eats a pear.

The apple is ripe.

The pear is ripe.

JOHN PETER EAT APPLE PEAR RIPE

JOHN 0 0 1 1 0 0

PETER 0 0 1 0 1 0

EAT 1 1 0 1 1 0

APPLE 1 0 1 0 0 1

PEAR 0 1 1 0 0 1

RIPE 0 0 0 1 1 0

APPLE = <1,0,1,0,0,1>

PEAR   = <0,1,1,0,0,1>



• Word embeddings 
are vectors


• The embedding of 
words with similar 
meaning are 
close in the vector 
space


Embeddings

Neural Word Representations




Can be


• Learned during training


• Pretrained (Word2Vec, 
Glove, BERT, …)

Word embeddings




Neural Language Models



Language Model

How probable is a sequence of words ?


Determines the probability of a sequence of 
words


P(W) = P(w1, w2, w3…wn)

̂yt



Language Models
 Language Models can be used to generate a sentence 
by auto-regressively predicting the next word given a 
previous context

France is where I grew up and where I now work. I speak fluent ?? 


p(French | France is where I grew up and where I now work. I speak fluent )

> 

p(English | France  … fluent )

>

p(Pizza | France … fluent )

>

p(the | France  … fluent )




Pre-Neural LM

The probability of a sequence of words is computed using the chain Rule of Probability and 
Markov assumption


  

In Pre-neural model, probabilities are estimated on large corpora 


 

P(w1, …, wn) = ∏
i

P(wi |wi−k, …, wi−1)

P(wn ∣ w1, …, wn−1) =
count(w1, w2, w3 . . . wn)

count(w1, w2, w3 . . . wn−1)



Neural LMs

Using an RNN
•  At each step, RNNs output a 
probability distribution over  the 
vocabulary


• The next word is predicted using 
sampling (or beam search, top-k 
sampling, nucleus sampling, 
ranking)



The Encoder-Decoder Model

ENCODER

Neural


Network
INPUT Text

DECODER

Neural 


Network

Continuous 
Representation

Auto-regressive 
Generation

Text

KB


Graph

Image



Encoders

• Recurrent Neural Network (sequences)


• Convolutional Neural Network (Images and Text)


• Graph Encoder (Knowledge Bases, Tabular Data, RDF store)


• Transformer (sequences)



Decoders

• Recurrent Neural Network


• Transformer



Encoding and Decoding with a Recurrent  

Neural Network (RNN)



Encoding the Input with a Recurrent Neural Network 

• Processes sequences from left-to-
right


• Recurs over the input


• Outputs a new hidden state at 
each step

RNN

x1x1

h1

x2

RNN

ht = tanh(W1ht−1 + W2xt)

h2h0

The last hidden state is the input representation



Decoding with a Recurrent NN 

•  Use a softmax layer to compute a 
probability distribution over the 
output vocabulary


• Sample a word from this distribution 


• The predicted word is the input to the 
next decoding step

h1

RNN

x1̂x1

h1h2

̂x2

RNN

Pt = softmax(Wtht)

̂x2 ̂x3

Outputs a word at each step Pt1 Pt2



Generating with a Recurrent NN 



Generating with a Recurrent NN 



Generating with a Recurrent NN 



Generating with a Recurrent NN 



Generating with a Recurrent NN 



Generating with a Recurrent NN 



Generating with a Recurrent NN 



Shortcomings and Solutions

• In practice, RNNs cannot handle long context

Exploding and Vanishing Gradients


    >> GRU, LSTM 


• RNNs only know about the left context

    >> Bi-directional RNN



Shortcomings and Solutions

• The input to decoding is a fixed size vector

   >> Attention 

   permits focusing on the relevant part of the input


• Because they process a sequence one word at a time, RNNs 
are slow to train


  >> Convolutional Neural Network, Transformer

  Process each input item in parallel



Shortcomings and Solutions

• Word unseen at training time represented as UNK at test time

   >> BPE (Byte Pair Encoding), WordPieces 

   Uses subwords rather than words

   



Words and Subwords
• Neural Language Models assume a finite vocabulary

• All words unseen at training time are mapped to UNK

• For language with a rich morphology (Georgian, Swahili etc.), this is even 

more problematic



Words and Subwords

• Instead of handling words, subword models learn a vocabulary of 
subwords


• At training and test time, each word is split into a sequence of subwords

• Byte-Pair encoding (BPE)  is one way to define a subword vocabulary


• Start with characters

• Add most frequent n-grams as subword

• Iterate until desired vocabulary size is  reached



BPE Example



BPE Example



Attention

• The input is compressed into a fixed-length vector

• Performance decreases with the length of the input



Attention

• Computes a score between each input token encoder state 
and the current state


    

    

• The context vector is the weighted sum of the encoder 
states.    


    

• The new state is computed taking into account this context 
vector.        


     

at,j = score(st, hj)
αt = softmax(at)

ct = softmax(∑
j

αt,j . hj)

st = f(st−1, yt−1, ct)



Attention

Attention is a way to obtain a fixed-size representation of an arbitrary set 
of representations (the values) dependent on some other representation 
(the query)

Encoder-Decoder Cross-Attention

• Query = decoder state

• Values = encoder hidden states

Transformer Self-Attention

• Query = token embedding

• Values = surrounding tokens embeddings



Pretraining  (Self-Supervised Learning)

Word Embedding, Encoder

• Word2Vec, Glove, BERT …


Language Models

• GPT2, DialoGPT, LAMDA …


Encoder-Decoder 

• T5, BART ….



BERT

Transformer encoder pretrained on BooksCorpus (800M words) and 
English Wikipedia (2,500M words)


Two loss functions

• Predict masked tokens (Masked Language Modelling)

• Next sentence prediction classification (true if next sentence is the 

correct continuation)


The training loss is the sum of the mean masked LM likelihood and mean 
next sentence prediction likelihood



BERT Masked Language Modeling

Mask 1 word in 7

• Too litle masking: too expensive to train

• Too much masking: not enough context



BERT Fine Tuning
• Sentence representation = 

final hidden state output by 
the Transformer (= [CLS] 
word embedding)


• Add a classification layer

• Fine tune all BERT 

parameters and the 
classification layer jointly to 
maximize the log-probability 
of the correct label




GPT2

• Unsupervised Pre-training   
Train a LM on a large corpus of text 
(BookCorpus 7K books)


• Supervised Fine-tuning    

• Input passed through pre-trained LM

•  Feed final LM activation to added 

linear + softmax output layers to 
predict output


• Task -aware input transformations


• Significantly improves upon 
the SOTA in 9 out of 12 NLU 
tasks
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BART

• Transformer Encoder-Decoder

• Denoising Auto-Encoder


• Corrupt text with a noising function

• Model learns to reconstruct original text


• Experiment with different noising functions
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BART

Achieves new state-of-the-art results 
on a number of text generation tasks


Text infilling (reconstruct spans) 
demonstrates the most consistently 
strong performance


Token masking (reconstruct missing 
tokens) is crucial


Document Rotation and Sentence 
Shuffling perform poorly in isolation



Four Challenges for 
Neural  Generation



• Generating from long Input


Challenges for Neural NLG



• Generating from Dealing long Input


•  Retrieving and Integrating Relevant Knowledge


Challenges for Neural NLG



• Generating from long Input


•  Retrieving and Integrating Relevant Knowledge


•  Generating into Languages other than English


Challenges for Neural NLG



• Generating from Long Input


•  Retrieving and Integrating Relevant Knowledge


•  Generating into Languages other than English


•  Generating Long Form Text


Challenges for Neural NLG



Handling Long Input



QU E ST I O N

W E B  D O C U M E N T S

A N SW E R

Generating from Long Input

SU M M A RY

Question Answering

ELI5 Dataset

Summarisation

Wikisum Dataset

200,000 words



QU E ST I O N

W E B  D O C U M E N T S

A N SW E R

Question Answering

Explain Like I'm Five Dataset

270,0 0 0  T R A I N I N G  
I N STA N C E S

200,000 words
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Dealing with Long Web Input

W E B  D O C U M E N T S

Over 200,000 words long
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Creating a Shorter Support Document

QU E ST I O N W E B  D O C U M E N T  
S E N T E N C E S

CA LC U L AT E  T F- I D F  OV E R L A P
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Creating a Shorter Support Document

850 words avg

SU P P O RT  
D O C U M E N T

63

200,000 words



850 words avg

SU P P O RT  
D O C U M E N T

Downsides of Short Support Document

40% of the Answer Tokens are Missing
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850 words avg

SU P P O RT  
D O C U M E N T

Downsides of Short Support Document

40% of the Answer Tokens are Missing

Information selected is Redundant
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850 words avg

SU P P O RT  
D O C U M E N T

Downsides of Extractive Support Document

40% of the Answer Tokens are Missing

Information selected is Redundant

Web Input is Noisy, Selection is Hard
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Knowledge Graph Construction

W E B  D O C U M E N T S

compression

67

linearization

10,000 words avg

Generation

QU E ST I O N

A N SW E R



Knowledge Graph Construction

W E B  D O C U M E N T S

compression

68

linearization

10,000 words avg

Generation

QU E ST I O N

A N SW E R



Converting a Text to a Graph

W E B  D O C U M E N T  
S E N T E N C E S

W E B  D O C U M E N T S

subject object

relation
open 

information 
extraction

69

coreference 
Resolution

Tf-idf filtering

Merge nodes

Increment


 Nodes Weight

Filter Irrelevant 
Input



Open Information Extraction

Converting text to edges
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Albert 
Einstein

published

Can someone explain the theory of relativity ?


Albert Einstein, a German theoretical 
physicist , published the theory of relativity. 


the theory of relativity.



Coreference
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Albert 
Einstein

the theory of relativity.

published
  one of the two 
pillars of modern 
physics

 is

Can someone explain the theory of 
relativity ?


Albert Einstein, a German theoretical 
physicist , published the theory of 
relativity. 


The theory of relativity is one of the 
two pillars of modern physics

 node weight +1




Coreference
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Albert 
Einstein

the theory of relativity.

published

 won

the physics 
Nobel Prize

  one of the two 
pillars of modern 
physics

 is

Albert Einstein, a German 
theoretical physicist , published 
the theory of relativity. 


The theory of relativity is one of 
the two pillars of modern physics.


He won the physics Nobel Prize

node weight +1




Relevance Filtering
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Albert 
Einstein

the theory of relativity.

published

 won

the physics 
Nobel Prize

  one of the two 
pillars of modern 
physics

 is

Albert Einstein, a German 
theoretical physicist , published 
the theory of relativity. 


The theory of relativity is one of 
the two pillars of modern physics.


He won the physics Nobel Prize


Puppies are very cute.

 Low TF-IDF overlap with query

 Not added 



Knowledge Graph Construction

Compresses the input  by

• Merging redundant information

• Dropping words

• Filtering out  irrelevant triples


Reduces redundancy

• Merging nodes, edges and 

redundant triples

Filters out irrelevant content


• Tf-idf overlap (Question,Triple)
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How much does the graph manage to compress the input ?


Avg Input Size

Graph

Web Search

Triples Only

200k

100k

Le
ng

th
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Knowledge Graph Construction drastically reduces the input size



How much does the graph preserve relevant information ?

Missing Answer Tokens

%
 M

iss
in

g 
To

ke
ns

40

20

60

TF-IDF Extract 
Top 1

Top 5
Top 10

Top 25
Top 50

All 100

Triples Only

Graph Built from N Hits

(lower is better)

(All 100)

Graph, Len 850

(All 100)
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TF-IDF extraction is missing 38% of the answer tokens



Missing Answer Tokens

%
 M

iss
in

g 
To

ke
ns

40

20

60

TF-IDF Extract 
Top 1

Top 5
Top 10

Top 25
Top 50

All 100

Triples Only

Graph Built from N Hits

(lower is better)

(All 100)

Graph, Len 850

(All 100)

Knowledge Graph Construction contains More Answer 
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The graph extracted for 850 tokens is missing 35% of the answer tokens



Missing Answer Tokens

%
 M

iss
in

g 
To

ke
ns

40

20

60

TF-IDF Extract 
Top 1

Top 5
Top 10

Top 25
Top 50

All 100

Triples Only

Graph Built from N Hits

(lower is better)

(All 100)

Graph, Len 850

(All 100)

Knowledge Graph Construction contains More Answer 
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The graph for the full Input is  missing only 8.7% of the answer tokens
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Model



Generation Model
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linearization

10,000 words avg

Generation

QU E ST I O N

A N SW E R



Encoding Graph Structure in a Seq2Seq Model

<sub> Albert Einstein <obj> the theory of relativity <pred> published <s> developed <obj> the Physics Nobel Prize <s> wonWORD EMBEDDING

POSITION EMBEDDING

GRAPH WEIGHT EMBEDDING

QUERY RELEVANCE EMBEDDING

3

1

2

4

1

3

4

1

1

2

5

2

1

6

2

1

7

2

1

8

2

1

1

1

3

1

3

1

3

1

2

1

1

0

0

4

0

0

9

0

0

0

0

0

0

0

0

10 11 12 13 14 15 16 17 18 19
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<sub> Albert Einstein <obj> the theory of relativity <pred> published <s> developed <obj> the Physics Nobel Prize <s> wonWORD EMBEDDING

POSITION EMBEDDING

GRAPH WEIGHT EMBEDDING

QUERY RELEVANCE EMBEDDING

3

1

2

4

1

3

4

1

1

2

5
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1

6

2

1

7

2

1
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1
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1
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2

1

1

0

0

4

0

0

9

0

0

0

0

0

0

0

0

10 11 12 13 14 15 16 17 18 19
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Encoding Graph Structure in a Seq2Seq Model



<sub> Albert Einstein <obj> the theory of relativity <pred> published <s> developed <obj> the Physics Nobel Prize <s> wonWORD EMBEDDING

POSITION EMBEDDING

GRAPH WEIGHT EMBEDDING

QUERY RELEVANCE EMBEDDING

3

1
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10 11 12 13 14 15 16 17 18 19
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Encoding Graph Structure in a Seq2Seq Model



Sequence-to-Sequence Model

QU E ST I O N

SU P P O RT  
D O C U M E N T

A N SW E R

S EQU E N C E  TO  
S EQU E N C E

Generate each word of the answer



Language Model

QU E ST I O N

SU P P O RT  
D O C U M E N T

L A N GUAG E  M O D E L I N G

A N SW E R



Language Modeling Model

QU E ST I O N

SU P P O RT  
D O C U M E N T

L A N GUAG E  M O D E L I N G

Inference time: provide true question and support document
evaluate answer 

A N SW E R



training time: train on many tasks
S EQU E N C E  TO  

S EQU E N C E L A N GUAG E  M O D E L I N G

M U LT I TAS K  L E A R N I N G



S EQU E N C E  TO  
S EQU E N C E

training time: train on many tasks

L A N GUAG E  M O D E L I N G



M AS K E D  L A N GUAG E  M O D E L I N G

masked 

training time: train on many tasks
S EQU E N C E  TO  

S EQU E N C E L A N GUAG E  M O D E L I N G



M AS K E D  L A N GUAG E  M O D E L I N G

masked 

training time: train on many tasks
S EQU E N C E  TO  

S EQU E N C E L A N GUAG E  M O D E L I N G

subject object

??

subject     ??

relation

     ?? object

relation



Handling Long  Input

How do we encode 10K tokens in a Transformer ?

• MCA in Encoder

       Memory Compressed Attention

91



Handling Long Input

• MCA in Encoder

       Memory Compressed Attention


• Hierarchical Top-k 
Attention

92
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Evaluation



Automatic Evaluation

0

7

14

21

28

35

Category Axis
Extractive LM Seq2Seq Multitask Full Graph 
Region 1 Region 1 Region 1 Region 1 Region 1

30,128,928,327,8

20,6

ROUGE

Multi-Task+MCA
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Multi-Task+MCA

Multi-task

58.4*

Human Evaluation: Preference
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Generalising to other Datasets: WikiSum


Title 

= query for web search


Multi-document input

= Result from web search


Target

= Wikipedia Article lead 

paragraph
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Automatic Evaluation

0

7,4

14,8

22,2

29,6

37

Category Axis
Tf-IDF (500) KG (500) KG (11K)

Region 1 Region 1 Region 1

36,535,233,8

ROUGE
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Example of Generated Text (ELI5)

98

Fluent answer, factually correct

Some repetition (“attracted to each other”)



Example of Generated Text (ELI5)

99

Repetitions (“when you are stressed”)

Non sense fragments (“The reason …get stressed”)



Example of Generated Text (WikiSum)

100

Fluent text with nice, elaborate discourse structure

Incorrect facts (Wylie Rogers is an ice hockey player not a football coach. 


University of Alaska not North Carolina. etc;)
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Retrieving and Integrating Relevant Knowledge 



Human-Machine Dialog

Retrieving Knowledge to generate good Responses

Human: I love watching Disney movies! Do you like Disney ?


            Model: That’s nice !


           



Human-Machine Dialog

Retrieving Knowledge to generate good Responses

Human: I love watching Disney movies! Do you like Disney ?


            Model: That’s nice !


            Model: I love Disney, I love watching Disney movies and different 
animations and characters that makes them unique



Human-Machine Dialog

Retrieving Knowledge to generate good Responses

Human: I love watching Disney movies! Do you like Disney ?

Model: I love Disney, I love watching Disney movies and different animations and 
characters that makes them unique

Human: What’s your favorite Disney movie ?

Model: I love the incredibles, they are my favorite Disney movie.

Human: omg, me too! The second one just came out. I don’t watch a lot of 
sequels though, I think the last one I saw was Toy Story

Model: That’s cool. I remember when Toy Story was first released in 1995



Retrieval Augmented Generation

Two retrieval sources

Human: What’s your favorite Disney movie ?

Model: I love the incredibles, they are my favorite Disney movie.


Knowledge: Disney announced intentions to develop additional superhero 
films after the success by the incredibles

Template: I love kiteboarding, it is one of my favorite activities on the water. 



Extending Human-Machine Dialog with External 
Retrieval using K-Nearest Neighbour Search




Wizard of Wikipedia

Dialog about a topic 


Retrieval Corpus for KL

• WKP passages 

• 34 sentences per topic


 Retrieval Corpus for Template

• Dialog turns

•170K dialog turns 

Image Chat

Dialog about an image


Retrieval Corpus for KL

• Image + dialog

• 184K images


Retrieval Corpus for Template

• Dialog turns

• 350K dialog turns



Effect of Fetched 
Text on Generation
Keeping the 
template fixed

Keeping the 

KL fixed



Human Evaluation



Generating from AMR Graphs into 
Multiple Languages



AMR Graph
•   Rooted Directed 
Acyclic Graph


• Nodes: concepts 
(nouns, verbs, NE, etc.)


• Edges: Semantic Roles


I have known a planet that was inhabited by a 
lazy man



Graphs are frequent data structures

•   Knowledge Graphs  

•   RDF stores 

•   Tabular data  

•   Meaning Representations 



Graph —> 21 Languages

US officials held an expert group meeting in January 2002 in New York.

Des responsables américains ont tenu une réunion d'un groupe d'experts en janvier 2002 à New 
York.

 


Funcionarios estadounidenses celebraron una reunión de un grupo de expertos en enero de 2002 en 
Nueva York.

Americkí predstavitelia usporiadali stretnutie expertnej skupiny v januári 2002 v New Yorku.

Amerikanska tjänstemän höll ett expertgruppsmöte i januari 2002 i New York.

Romance, Germanic, Slavic, Uralic



Challenges

•  Structured Input has a different surface form



•   Structured Input has a different surface form 

•   Structured Input is underspecified

Challenges



•   Structured Input has a different surface form 

•   Structured Input is often very underspecified  

•   Multilingual: decoding into languages with  
                         varied morphology and word order

Challenges
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Encoder-Decoder MODEL



Graph 

hold 

:ARG0 person : ARG0-of have-org-role :ARG1 :op1 United :op2 
States :ARG2 official  

:ARG1 meet :ARG0 person :ARG1-of expert :ARG2-of group
:time date-entity :year 2002 :month 1
:location city :op1 New :op2 York



Graph Encoding

hold 

:ARG0 person : ARG0-of have-org-role :ARG1 :op1 United :op2 
States :ARG2 official  

:ARG1 meet :ARG0 person :ARG1-of expert :ARG2-of group
:time date-entity :year 2002 :month 1
:location city :op1 New :op2 York



Graph Encoding

hold 

:ARG0 person : ARG0-of have-org-role :ARG1 :op1 United :op2 
States :ARG2 official  

:ARG1 meet :ARG0 person :ARG1-of expert :ARG2-of group
:time date-entity :year 2002 :month 1
:location city :op1 New :op2 York



Preprocessing

• Remove variable names and 
instance-of relation


• No anonymisation


• Sentence piece model with 
32K operations



Pretraining

• Pretraining on silver AMRs


• 30M sentences from 
CCNET


• Using JAMR



Des responsables américains 
…. 

Funcionarios estadounidenses 
….

Americkí predstavitelia 
….

French

Spanish

Американските служители 
….

Slovak

Amerikanska tjänstemän 
…

Swedish

Bulgarian

Decoding into multiple Languages 

• XLM cross-lingual embeddings and 
vocabulary (32K sentence piece 
subwords)


• Language Model pretraining on 30M 
sentences 


• Multilingual Encoder-Decoder



XLM Cross-lingual embeddings

Language Embeddings

Cross-lingual Language Model Pretraining

Guillaume Lample, Alexis Conneau

Position Embeddings

Token Embeddings [/s] the MASK MASK [/s] [/s] [/s]MASK MASKrideauxétaientblue

0 1 2 3 4 5 0 1 2 3 4 5

en en en en en en fr fr fr fr fr fr

Transformer Model

curtains were les bleus



Decoding into French

hold 

:ARG0 person : ARG0-of have-org-role :ARG1 :op1 
United :op2 States :ARG2 official  

:ARG1 meet :ARG0 person :ARG1-of expert :ARG2-
of group
:time date-entity :year 2002 :month 1
:location city :op1 New :op2 York

Des responsables américains ont tenu une 
réunion d'un groupe d'experts en janvier 2002 à 
New York.

 


fr

Multilingual Encoder-Decoder

Amerikanska tjänstemän höll ett 
expertgruppsmöte i januari 2002 i New York.

Decoding into Slovak

hold 

:ARG0 person : ARG0-of have-org-role :ARG1 :op1 
United :op2 States :ARG2 official  

:ARG1 meet :ARG0 person :ARG1-of expert :ARG2-
of group
:time date-entity :year 2002 :month 1
:location city :op1 New :op2 York

sv



Multilingual AMR-to-NL Model

•   Encoder: pretraining 
on Silver AMRs


•   Decoder: language 
model pretraining, 
multilingual model
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DATA



•   Europarl: 21 Languages 

•   Construct AMR: create AMR structure with JAMR parser 

Training Data

https://github.com/jflanigan/jamr



hold 

:ARG0 person : ARG0-of have-org-role :ARG1 :op1 United :op2 
States :ARG2 official  

:ARG1 meet :ARG0 person :ARG1-of expert :ARG2-of group
:time date-entity :year 2002 :month 1
:location city :op1 New :op2 York

Des responsables 
américains ont tenu 
une réunion d'un 
groupe d'experts en 
janvier 2002 à New 
York.

 


Funcionarios 
estadounidenses 
celebraron una 
reunión de un grupo 
de expertos en enero 
de 2002 en Nueva 
York.

Americkí 
predstavitelia 
usporiadali stretnutie 
expertnej skupiny v 
januári 2002 v New 
Yorku.

French Spanish

Slovak

Американските 
служители проведоха 
среща на експертна 
група през януари 
2002 г. в Ню Йорк.

Slovak

Amerikanska 
tjänstemän höll 
ett 
expertgruppsmöt
e i januari 2002 i 
New York.

Swedish

Training Data

Bulgarian
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EVALUATION



Automatic (BLEU)

• Ablation

• Comparison with two strong baselines

• Impact of training data (which languages ?)

• Correlation I/O (sub)word overlap and BLEU


Human-Based

• Word-Oder, Morphology, Semantic adequacy, 
Paraphrasing

Evaluation



Ablation Study

https://github.com/jflanigan/jamr

Base Model  (English)                       32.5


+ Graph embeddings                 32.9

+ Crosslingual embeddings.      33.0

+ Encoder pretraining                33.4

+ Decoder pretraining                33.8



Comparison: Monolingual v. Multilingual

hold 

:ARG0 person : ARG0-of have-org-role :ARG1 :op1 
United :op2 States :ARG2 official  

:ARG1 meet :ARG0 person :ARG1-of expert :ARG2-
of group
:time date-entity :year 2002 :month 1
:location city :op1 New :op2 York

Des responsables américains ont tenu une 
réunion d'un groupe d'experts en janvier 2002 à 
New York.

 


Monolingual Baseline



hold 

:ARG0 person : ARG0-of have-org-role :ARG1 :op1 
United :op2 States :ARG2 official  

:ARG1 meet :ARG0 person :ARG1-of expert :ARG2-
of group
:time date-entity :year 2002 :month 1
:location city :op1 New :op2 York

Des responsables américains ont tenu une 
réunion d'un groupe d'experts en janvier 2002 à 
New York.

 


Monolingual Baseline Multilingual Model
hold 


:ARG0 person : ARG0-of have-org-role :ARG1 :op1 
United :op2 States :ARG2 official  

:ARG1 meet :ARG0 person :ARG1-of expert :ARG2-
of group
:time date-entity :year 2002 :month 1
:location city :op1 New :op2 York

Des responsables américains ont tenu une 
réunion d'un groupe d'experts en janvier 2002 à 
New York.

 


fr

Comparison: Monolingual v. Multilingual



10

14

18

22

26

30

34

38

Category Axis

Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1

30,6

31,4

32,1

24,4

27,9

25,5

24,7

21,2

29,5

35,7

19,5

21,2

19,4

18,9

20,3

13,4

25,1

14,6

17,5

21,9

33,8

28,7

30,1

30,6

23,4

25,4

23,9

23,1

18,9

27,5

33,8

18,6

20,4

18,8

19,1

20,5

12,9

24,3

14,2

16,9

21,3

34,2

en da de el es f fr it nl pt sv bg cs et hu lt lv pl ro sl sk

BLEU

Monolingual Baseline: En AMR -> X Multilingual Model: En AMR -> All

High Resource Mid Resource

Results: Europarl



Results: Gold AMR

10

13

16

19

22

25

28

Category Axis

Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1

15,3

19,8

21,7

24,9

14,9

19,8

21,1

25,2

en es it de

BLEU

Bilingual Baseline: En AMR -> X Multilingual Model: En AMR -> All



Comparison: Hybrid Translation v. 
Multilingual Model

hold 

:ARG0 person : ARG0-of have-org-role :ARG1 :op1 
United :op2 States :ARG2 official  

:ARG1 meet :ARG0 person :ARG1-of expert :ARG2-
of group
:time date-entity :year 2002 :month 1
:location city :op1 New :op2 York

Des responsables américains ont tenu une 
réunion d'un groupe d'experts en janvier 2002 à 
New York.

 


fr

hold 

:ARG0 person : ARG0-of have-org-role :ARG1 :op1 
United :op2 States :ARG2 official  

:ARG1 meet :ARG0 person :ARG1-of expert :ARG2-
of group
:time date-entity :year 2002 :month 1
:location city :op1 New :op2 York

Hybrid Translation Model

US officials held an expert group 
meeting in January 2002 in New 
York.

Des responsables américains ont tenu une 
réunion d'un groupe d'experts en janvier 2002 à 
New York.

 


Translation Model

AMR to English



Comparison: Hybrid Translation v. Multilingual
Multilingual Model

hold 

:ARG0 person : ARG0-of have-org-role :ARG1 :op1 
United :op2 States :ARG2 official  

:ARG1 meet :ARG0 person :ARG1-of expert :ARG2-
of group
:time date-entity :year 2002 :month 1
:location city :op1 New :op2 York

Des responsables américains ont tenu une 
réunion d'un groupe d'experts en janvier 2002 à 
New York.

 


fr

hold 

:ARG0 person : ARG0-of have-org-role :ARG1 :op1 
United :op2 States :ARG2 official  

:ARG1 meet :ARG0 person :ARG1-of expert :ARG2-
of group
:time date-entity :year 2002 :month 1
:location city :op1 New :op2 York

Hybrid Translation Model

US officials held an expert group 
meeting in January 2002 in New 
York.

Des responsables américains ont tenu une 
réunion d'un groupe d'experts en janvier 2002 à 
New York.

 


Translation Model

AMR to English



Comparison to Hybrid Translation Baseline

10

13

16

19

22

25

28

Category Axis

Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1Region 1Untitled 1

19,5

21,2

19,4

18,9

20,3

25,1

17,5

19,2

21

19,4

18,6

20,7

24,9

17,8

de es it nl

BLEU

Hybrid Translation: En AMR -> En -> Translate to X Multilingual Model: En AMR -> All

fr pt sv



Training on languages from the same family

Da De Nl Sv

One Language 21.3 17.0 18.5 18.7

Germanic Family 21.8 21.9 19.6 19.3

All Languages 21.9 17.5 19.4 19.5



Training on the closest language

• Multilingual models trained on 
language pairs


• Within a family, the most closely 
related pairs get best results

• Romance: Spanish/Portuguese

• Germanic: Swedish/Danish

• Uralic: Finnish/Estonian

• Slavic:  Czech/Slovak




Human Evaluation
•  Semantic Accuracy:   

Does the hypothesis correctly paraphrase the 
reference? 

•   Morphology:  
Is the morphology correct? Are agreement constraints 
e.g.,  verb/subject,  noun/adjective respected? 

•   Word Order:  
Is the word order natural sounding? 



Human Evaluation: Semantic Accuracy

0

1

2

3

Category Axis

Region 1Region 1Region 1Region 1Region 1Region 1Region 1Region 1Region 1Region 1Region 1Region 1Region 1Region 1Region 1Region 1Region 1Region 1

1,9
1,6

2,12,12,22,3
2

2,32,4

1,9

2,32,3
2,12,22,22,22,32,4

Semantic 

Accuracy

en da de el es f fr it nl pt sv bg cs et hu lv pl ro
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Human Evaluation

The scores are uniformly high across 
languages for both Morphology and 
Word Order

A Multilingual model generalises well 
across languages 



Example Paraphrases

This point will certainly be the subject of subsequent further debates in the 
council


This is a point that will undoubtedly be discussed later in the council.

Je ne suis pas favorable à des exceptions à cette règle.


A mon avis, il n’est pas bon de faire des exceptions à cette règle .




Human evaluation demonstrates multilingual 
techniques generalize across languages



Human evaluation demonstrates multilingual 
techniques generalize across languages

Multilingual benefits from increased training 
data and performs better than monilingual



Human evaluation demonstrates multilingual 
techniques generalize across languages

Multilingual benefits from increased training 
data and performs better than monilingual

Using English-Centric AMR, we can decode 
into many different target-side languages



Retrieval-Based Generation of 
Long Form Text 


Generating Woman Biographies



Generating Wikipedia 
Biographies from Web Retrieval

P E RSO N  N A M E



• Gather relevant evidence


• Generate a structured text


• Ensure factuality


Challenges
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Retrieval

QUERY

Katherine Johnson


Mathematician

Early Life

OUTPUT

40 sentences most 

similar with the 
query


(1,000 words)

SEARCH 
OUTPUT


Top 20 search 
results segmented 

into sentences
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Generation QUERY

Katherine Johnson


Mathematician

Early Life

RETRIEVED 
EVIDENCE

1,000 words
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Transformer-XL Cache Mechanism

• Caches the previous section’s hidden states at every later

• Usd as a memory to generate the current section



Ablation

The retrieval and the cache module statistically significantly improve 
results



Human Evaluation of Factuality



The Evidence Gap
Data

(person name, web 
evidence, Wikipedia 
biography)


• Wikisum: Wikipedia 
biographies


• Our dataset: Women 
biographies 




Less Web Evidence, Less Good Texts



Example output



Conclusion



• Factuality, faithfulness to the input 
(evaluation and implementation) 


• Multilingual NLG: generating from and into 
multiple languages Document level 
Simplification


• Multi-document, multi-format, summarisation

• Domain adaptation, style transfer

Open Challenges



Thank you !


